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บทคัดย่อ

	 การเคลื่อนท่ีของแนววิถีจรวดประดิษฐ์เป็นการเคลื่อนท่ีแบบไม่เป็นเชิงเส้น ซึ่งสามารถค�ำนวณ

ได้หลากหลายวิธี เช่น การประยุกต์ใช้กฎของนิวตันมาสร้างสมการการเคล่ือนที่ หรือการใช้วิธีการของ 

รุงเง-คุตตาอันดับที่ 4 โดยสมการท้ังหมดเป็นการปรับปรุงมาจากหลักการแบบจ�ำลอง Modified Point  

Mass Trajectory Model (MPMTM) โดยจะท�ำการเปรียบเทียบค�ำตอบของผลเฉลย ซึ่งวิธีการเหล่านี ้

มีความยุ่งยากซับซ้อนในการค�ำนวณและอาจเกิดความผิดพลาดในการค�ำนวณได้ ในบทความนี้จึงน�ำเสนอ 

แบบจ�ำลองโครงข่ายประสาทเทียมแบบแพร่ค่าย้อนกลับ (Back-propagation Neural Network) มาใช ้

ในการท�ำนายผลเฉลยของขีปนวิถีของจรวดที่เปล่ียนแปลงจากผลของการเปล่ียนแปลงตัวแปรน�ำเข้าของ 

สมการขีปนวิถีเปลี่ยนแปลง (Rocket Trajectory in various input) ตามสภาพการใช้งานจริง ซ่ึงตัวแปร 

น�ำเข้าป้อนเข้าจ�ำนวน 5 ตัวแปร โดยใช้ค่าดรรชนีสมรรถนะเป็นตัวพิจารณาโครงข่ายประสาทเทียมที่ดีที่สุด 

จากการด�ำเนินการโครงข่ายประสาทเทียมในการหาเอกลักษณ์ที่มีประสิทธิภาพสุด มีค่าดรรชนีสมรรถนะ 

อยู่ที่ 0.04 ซึ่งจะใช้โครงข่ายประสาทเทียมนี้เป็นตัวแทนการหาแนววิถีการเคลื่อนที่ของจรวดประดิษฐ์ 

แทนการค�ำนวณสมการที่ยุ่งยาก ซึ่งท�ำให้ง่ายและรวดเร็วในการใช้งานจริงมากยิ่งขึ้น
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Abstract

	 The trajectory of an artificial rocket is a non-linear equation of motion which  

can be solved in various method for instance by the method of an applied newton’s law  

used for establish the equation of motion or by the numerical method of Runge Kutta  

4th order. All of the equations of motion are modified from the principle of Modified Point 

Mass Trajectory Model (MPMTM) which will have to compare its mathematic solution.  

These methods are complicated to calculate and can cause an error. Therefore, in this  

article will present the application of back-propagation neural networks to predict the 

trajectory of a rocket in various input according to the actual usage conditions, which  

5 inputs. The performance index is used to determine the optimal neural network.  

The results, the most efficient system identification neural network that has a performance 

index of 0.04 and this neural network will represent the trajectory of an artificial rocket  

instead of complex equations which will simplify and takes less time to calculate. 
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1.	 บทน�ำ
	 วถิขีองจรวดประดษิฐ์ (Rocket Trajectory) 

คือการศึกษาการเคลื่อนที่ของจรวดประดิษฐ์ เป็น 

การเคลือ่นทีแ่บบไม่เป็นเชงิเส้น โดยเร่ิมต้นตัง้แต่เมือ่ 

จรวดประดษิฐ์เร่ิมเกดิแรงผลกั (Thrust Force) และ 

เคลือ่นทีไ่ปในตวักลางอากาศ และตกยงัพืน้ทีเ่ป้าหมาย  

โดยที่ความแม่นย�ำและอ�ำนาจการปล่อยของจรวด

ประดิษฐ์จะข้ึนอยูก่บัความแม่นย�ำของการศกึษาและ

ออกแบบการเคลือ่นทีข่องจรวดประดษิฐ์ในทกุระยะ 

	 การแก้ปัญหาสมการการเคลือ่นทีแ่บบไม่เป็น 

เชิงเส้นโดยใช้วิธีค�ำนวณหาผลเฉลยทางตรงน้ัน 

มีความยุ่งยากซับซ้อน ซึ่งปัจจุบันนิยมใช้ระเบียบวิธี

เชิงตัวเลข (Numerical) เพื่อลดเวลาและเพิ่มความ

สะดวกในทางปฏิบัติ การหาผลเฉลยสามารถท�ำได้

หลายวิธี เช่น ประยุกต์โดยใช้กฎของนิวตันมาสร้าง

สมการการเคลื่อนที่ของแนววิถีจรวดประดิษฐ์ [1] 

แล้วใช้ระเบียบวิธีของออยเลอร์ (Euler’s method) 

หาความสัมพันธ์ระหว่างระยะทางและทิศทางของ 

การปล่อยกับแนวการเคลื่อนท่ีของจรวดประดิษฐ์ 

หรือวิธีของรุงเง-คุตตา (Runge-Kutta) [2] - [4]  

ที่ให้ผลเฉลยมีความถูกต้องแม่นย�ำเพิ่มข้ึน แต่

เนื่องจากวิธีการหาผลเฉลยเหล่าน้ีมีความยุ่งยาก

ซับซ้อนในการค�ำนวณและอาจเกิดความผิดพลาด 

ในการค�ำนวณได้ ในบทความนีจ้งึน�ำเสนอแบบจ�ำลอง 

โครงข่ายประสาทเทียมแบบแพร่ค ่าย ้อนกลับ  

(Back-propagation Neural Network) โดยมี 

การเรียนรู้แบบมีการสอน (Supervised Learning) 

เพื่อน�ำมาใช้ในการท�ำนายผลเฉลยของขีปนวิถีของ

จรวดที่เปลี่ยนแปลงจากผลของการเปลี่ยนแปลง

ตัวแปรน�ำเข ้าของสมการขีปนวิถีเปลี่ยนแปลง  

(Rocket Trajectory in various input) ตามสภาพ

การใช้งานจริง ท�ำให้ง่ายและรวดเรว็ในการใช้งานจรงิ

	 โดยทั่วไปของโครงข่ายประสาทเทียม คือ

การประมาณระบบการท�ำงานหรือแบบจ�ำลองทาง

คณิตศาสตร์ โดยเฉพาะเม่ือเราไม่ทราบแบบจ�ำลอง 

ทางคณติศาสตร์ของระบบหรอืระบบนัน้มคีวามซบัซ้อน 

ในการค�ำนวณมาก [5] โครงข่ายประสาทจะท�ำหน้าท่ี 

เป็นตัวแทนของแบบจ�ำลองได้ โดยเราต้องมีข้อมูล

เก่ียวกับระบบในรูปแบบของข้อมูลอินพุต เอาต์พุต 

ระบบจะได้จากการเรียนรู้โครงข่ายประสาทและ

ความสามารถที่เหมาะสมส�ำหรับการค�ำนวณเพื่อ

ปรับให้เข ้ากับการเปล่ียนแปลงสภาพแวดล้อม 

โครงข่ายประสาทเทียมถูกน�ำมาประยุกต์ใช้ในงาน 

ทางอากาศยานและงานอื่น ๆ อีกหลากหลายงาน  

[6]-[10] เช่น ใช้ในการพยากรณ์ค่าสมัประสิทธิอ์ากาศ

พลศาสตร์ของอากาศยาน การควบคุมวงรอบวถิขีอง 

ควอดโรเตอร์ การควบคมุสิง่รบกวนของเฮลคิอปเตอร์

ไร้คนขับ การพยากรณ์ความจุของสนามบิน และ 

การติดตามวิถีของหุ่นยนต์ทรงตัว

	 ในบทความนี้โครงข่ายประสาทเทียมที่ใช้ 

จะเป็นแบบแพร่ค่าย้อนกลับ ซึ่งประกอบด้วยชั้นรับ

ข้อมูล ชั้นซ่อน และชั้นแสดงผล โดยชั้นรับข้อมูล 

จะเป็นตัวแปรน�ำเข้าป้อนเข้า (Input) แบบ Multi- 

Input มีจ�ำนวน 5 ตัวแปรน�ำเข้า คือ ค่ามุมทางสูง 

(Elevated Angle) ค่าความเร็วต้นของจรวด (V
0
) 

แรงผลักดันจรวด (Thrust Force) อัตราหมุนควง  

(Spin Rate) และอตัราการไหลของจรวด (Mass Flow  

Rate) ส่วนช้ันแสดงผลจะมีจ�ำนวน 3 ตัวแปร คือ 

พิกัด X, Y และ Z ของจรวดประดิษฐ์ ข้อมูลเหล่านี้ 

จะน�ำไปใช้ในกระบวนการเรียนรู้ (Training) เพื่อใช้ 

ในการหาเอกลักษณ์ของระบบ แล้วใช้โครงข่าย 

ประสาทเทียมที่มีค ่าดรรชนีสมรรถนะที่ดีที่ สุด 

(Mean Squared Error: MSE) จึงน�ำโครงข่าย

ประสาทเทยีมนัน้เป็นตวัแทนการหาพกัิดการเคลือ่น 

ที่พิกัด X, Y และ Z ของจรวดต่อไป 
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2.	 โครงข่ายประสาทเทยีม (Artificial Neural  
Network)
	 โครงข่ายประสาทเทียมจะประกอบด้วย 

โหนดในแต่ละช้ันและการเชือ่มต่อกันภายในระหว่างช้ัน  

ชั้นแรกจะเป็นชั้นอินพุต จ�ำนวนโหนดจะมีเท่ากับ 

จ�ำนวนของข้อมลูป้อนเข้า ช้ันซ่อนโดยท่ัวไปจ�ำนวนชัน้ 

และจ�ำนวนโหนดจะไม่มข้ีอจ�ำกดัแน่นอนตายตวั แต่ 

ถ้ามจี�ำนวนชัน้และจ�ำนวนโหนดมาก ๆ  จะท�ำให้ช้ามาก 

ในการค�ำนวณ (Overfitting) และถ้ามจี�ำนวนชัน้และ

จ�ำนวนโหนดน้อยเกินไป จะท�ำให้ผลการค�ำนวณค่า

ความคลาดเคลื่อนไม่ลู่เข้าจุดต�่ำสุด (Convergent) 

และผลลพัธ์ท่ีได้จะไม่ถกูต้อง ช้ันเอาต์พตุจะมจี�ำนวน

โหนดเท่ากับจ�ำนวนผลลัพธ์ที่ต้องการ [11]

รูปที่ 1 โครงสร้างของโครงข่ายประสาทเทียม [12]

	 ค่าอนิพตุ (p) ถกูส่งผ่าน น�ำไปคณูด้วยค่าถ่วง

น�้ำหนัก (w) เป็นปริมาณสเกลาร์ จ�ำนวนอินพุต R  

ตวั ก�ำหนดอยูใ่นแต่ละการเช่ือมต่อ ผลคณูทีไ่ด้อยูใ่น

รูป wp น�ำ ค่าทีไ่ด้นีไ้ปรวมกบัค่าไบแอส (b) จะได้ผล

รวมกนัของค่าทีไ่ด้ เรยีกว่า ค่า Net Input (n) จากนัน้ 

ถูกส่งผ่านไปยังฟังก์ชันการถ่ายโอนหรือฟังก์ชัน 

การกระตุ้น (Transfer or Activation Function) 

ผลลพัธ์ทีไ่ด้ออกมาน้ีคอื ค่าเอาต์พตุ (a) เป็นปรมิาณ 

สเกลาร์ สามารถเขียนสมการของค่าอินพุตและ

เอาต์พุตได้ [13]

                   	           (1)

   (2)

หรือ

                        	            (3)

                                       (4)

	 การทํางานของโครงข่ายประสาทเทียม  

แบ่งเป็น 2 ข้ันตอน คอื ขัน้ตอนการเรยีนรูแ้ละขัน้ตอน 

การทดสอบ ซ่ึงขั้นตอนการเรียนรู ้จะเรียนรู ้จาก

ข้อมลูอนิพุตและข้อมลูเอาต์พตุ แล้วท�ำการออกแบบ 

โครงข่ายประสาทเทียม เพือ่หารปูแบบและความสัมพนัธ์ 

ภายในของข้อมูลอินพุตและเอาต์พุต ส่วนขั้นตอน 

การทดสอบจะน�ำโครงข่ายประสาทเทยีมทีไ่ด้ออกแบบ 

และฝึกสอนแล้วมาใช้งานต่อ โดยจะใช้อนิพตุชดุใหม่

ใส่เข้าไปเพื่อหาเอาต์พุตที่ต้องการ [13] 

	 โครงข่ายประสาทเทยีมแบบแพร่ค่าย้อนกลับ 

เป็นอลักอรทิมึทีใ่ช้ในการเรียนรูข้องเครอืข่ายใยประสาท 

วธิหีนึง่ทีนิ่ยมใช้ใน Multilayer Perceptron เพือ่ปรบั

ค่าน�้ำหนักในเส้นเชื่อมต่อระหว่างโหนดให้เหมาะสม  

โดยการปรบัค่านีจ้ะขึน้กบัความแตกต่างของค่าเอาต์พตุ 

ที่ค�ำนวณได้กับค่าเอาต์พุตที่ต้องการ [13]

3.	 การสร้างโครงข่ายประสาทเทยีมด้วยการ
เขียนโปรแกรมคอมพิวเตอร์แมตแลบ
	 การสร้างโครงข่ายประสาทเทยีมทีเ่หมาะสม

จะท�ำให้ค่าความคลาดเคลื่อนในการหาเอกลักษณ ์

ต�ำ่ทีส่ดุ (δο ) โดยในงานวจิยันีจ้ะใช้โครงข่ายประสาท

เทียมแบบแพร่ค่าย้อนกลับ โดยฟังก์ชันการเรียนรู้ 

เป็นแบบ Levenberg-Marquardt Backpropagation  

โดยต้องมีการก�ำหนดอัตราการเรียนรู้ (α ) เพื่อปรับ

เปลี่ยนค่าน�้ำหนัก (W ) และค่าไบแอส (WBias) ของ

โครงข่ายประสาทเทยีม ด้วยสมการที ่5 -7 [13] และ

Input Layer Output LayerHidden
Layer 1

Hidden
Layer 2
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ก�ำหนดฟังก์ชนัการถ่ายโอนแบบ Log-Sigmoid เพือ่

ปรับผลลัพธ์ของแบบจ�ำลอง (T (k )) ให้ใกล้เคียงกับ

ค่าความจริง (T (k )) มากที่สุด แสดงดังรูปที่ 2 

                          (5)

                                          (6)

                                          (7)

รูปที่ 2 การก�ำหนดโครงสร้างโครงข่ายประสาทเทียม

4.	 ก�ำหนดตวัแปรป้อนเข้า ตวัเป้าหมาย และ
การสร้างโครงข่ายประสาทเทียมที่ใช้ในการ
หาเอกลักษณ์
	 บทความนี้ได้ใช้โครงสร้างของโครงข่าย

ประสาทเทียมแบบแพร่ค่าย้อนกลับในการเรียนรู้ 

โดยที่โครงข่ายประสาทเทียมนั้นประกอบด้วยชั้น

รับข้อมูล ชั้นซ่อน และแสดงผล โดยชั้นรับข้อมูล

จะเป็นตัวแปรป้อนเข้า (Input) แบบ Multi-Input 

มีจ�ำนวน 5 ตัวแปร คือ ค่ามุมทางสูง (Elevated  

Angle) ซึง่ก�ำหนดค่าอยูร่ะหว่าง 10 องศา ถงึ 90 องศา  

ค่าความเร็วต้นของจรวด (V
0
) ก�ำหนดให้คงทีท่ี ่1 m/s  

แรงผลักดันจรวด (Thrust Force) อัตราหมุนควง 

(Spin Rate) และอัตราการไหลของจรวด (Mass 

Flow Rate) ซึง่ชดุข้อมลูของตวัแปรแรงผลกัดนัจรวด  

อัตราหมุนควง และอัตราการไหลของจรวดนั้น 

จะได้มาจากสมการการค�ำนวณด้วยวธิขีองรงุเง-คตุตา  

ซึง่ไม่มขีอบเขตค่าตวัแปรทีแ่น่นอน ส่วนตวัเป้าหมาย  

(Target) มีจ�ำนวน 3 ตัวแปร คือ พิกัด X, Y และ Z  

ของจรวด ส่วนการสร้างโครงข่ายประสาทเทียมน้ัน  

จะเป็นการก�ำหนดฟังก์ชันการเรียนรู้ (Training 

Function) ฟังก์ชนัการถ่ายโอน (Transfer Function)  

จ�ำนวนชั้น (Number of Network Layers) ของ 

โครงข่ายประสาทเทยีม โดยก�ำหนดจ�ำนวนโหนดในชัน้  

Hidden Layer นั้น จะเริ่มที่จ�ำนวนเท่ากับจ�ำนวน

ตัวแปรป้อนเข้า เมื่อก�ำหนดค่าต่าง ๆ เรียบร้อยแล้ว

จะได้ภาพโครงข่ายประสาทเทียมดังรูปที่ 3

รูปที่ 3 โครงข่ายประสาทเทียม

5.	 การหาเอกลกัษณ์ของระบบด้วยโครงข่าย
ประสาทเทียม
	 ขัน้ตอนการเรยีนรู ้เริม่จากการก�ำหนดโครงสร้าง 

ของโครงข่ายประสาทเทยีม ได้แก่ ฟังก์ชนัการเรยีนรู้  

(Training Function) ฟังก์ชนัการถ่ายโอน (Transfer  

Function) จ�ำนวนชัน้ (Number of Network Layers)  

ของโครงข่ายประสาทเทียม จ�ำนวนข้อมูลป้อนเข้า  

(Number of Input Nodes) จ�ำนวนนิวรอนของ 

ชั้นซ่อนแต่ละช้ัน (Hidden Layer Nodes) และ

จ�ำนวนผลลัพธ์ (Number of Output Nodes) จากนัน้ 

น�ำข้อมูลป้อนเข้า และข้อมูลเป้าหมายมาป้อนให้กับ 

โครงสร้างของโครงข่ายประสาทเทยีม เพือ่ทีจ่ะค�ำนวณ 

หาความสมัพนัธ์ระหว่างอนิพตุกบัเอาต์พตุ หลงัจากนัน้ 

จะน�ำค่าเอาต์พตุทีไ่ด้มาเปรยีบเทยีบกบัค่าเป้าหมาย 

เพือ่ค�ำนวณหาค่าความคลาดเคลือ่นทัง้หมดทีเ่กดิขึน้ 

ถ้าค่าความคลาดเคล่ือนทัง้หมดมากกว่าค่าทีก่�ำหนด 
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โปรแกรมจะท�ำการปรับค่าน�้ำหนักและค่าไบแอส 

แล้วค�ำนวณค่าความสมัพนัธ์ใหม่ทัง้หมดอกีครัง้ และ

เมือ่ค่าความคลาดเคลือ่นทัง้หมดเท่ากบัหรอืน้อยกว่า

ค่าที่ก�ำหนด โครงข่ายจะหยุดการเรียนรู้และท�ำการ

ค�ำนวณค่าประสทิธภิาพของโครงข่ายประสาทเทยีม 

และท�ำการบนัทกึค่าน�ำ้หนกัและค่าไบแอสเพือ่น�ำไป

ใช้ในกระบวนการทดสอบต่อไป

5.1	 เตรียมชดุข้อมลูทีใ่ช้ในการฝึกโครงข่ายประสาท

	 จ�ำนวนข้อมลูท่ีน�ำมาใช้ในโครงข่ายประสาทเทยีม 

ในการหาเอกลักษณ์มีจ�ำนวน 7,954 ชุดข้อมูล แบ่ง

ข้อมูลในการฝึกโครงข่ายประสาท (Training) 70% 

ข้อมูลในการตรวจสอบความถูกต้องของโครงข่าย 

ประสาท (Validation) 15% และข้อมลูในการทดสอบ 

โครงข่ายประสาท (Testing) 15%

5.2	 ฝึกโครงข่ายประสาทเทยีมในการหาเอกลกัษณ์

	 การก�ำหนดลักษณะโครงสร้างของโครงข่าย

ประสาทเทียมในการหาเอกลักษณ์ เน่ืองจากไม่มี 

กฎเกณฑ์ที่แน่นอนในการก�ำหนดลักษณะโครงสร้าง 

ดงันัน้จงึใช้วธิกีารลองผดิลองถกู โดยเริม่จากลกัษณะ

โครงสร้างที่ซับซ้อนน้อยท่ีสุดและเพิ่มข้ึนเรื่อย ๆ  

ลกัษณะโครงสร้างของโครงข่ายประสาททีใ่ช้ในการฝึก 

มีจ�ำนวน 3 ชั้น ได้แก่ ชั้นอินพุต ชั้นซ่อน และ

ชั้นเอาต์พุต โดยจ�ำนวนโหนดในช้ันอินพุตและ 

ชั้นเอาต์พุตเท่ากับจ�ำนวนสัญญาณเข้าและออก 

โครงข่ายประสาท ซึ่งมีจ�ำนวน 5 และ 3 โหนด ตาม

ล�ำดับ โดยเปลี่ยนจ�ำนวนโหนดในชั้นซ่อน เพื่อหา 

โครงสร้างของโครงข่ายประสาทที่เหมาะสมที่สุด

ในการหาเอกลักษณ์ ซึ่งในการฝึกเบื้องต้นน้ันได้มี 

การปรบัจ�ำนวนโหนดในช้ันซ่อนตัง้แต่ 5 โหนด จนถึง  

50 โหนด โดยเพิ่มทีละ 5 โหนด และเปรียบเทียบ

ดรรชนีสมรรถนะของโครงข่ายประสาทเทียมว่า 

โครงสร้างใดมีประสิทธิภาพมากสุด ส่วนฟังก์ชัน 

การถ่ายโอนที่ใช้ในโครงสร้างประสาทน้ีคือ ฟังก์ชัน 

การถ่ายโอนแบบลอ็ก-ซกิมอยต์ในชัน้ซ่อน และฟังก์ชัน 

การถ่ายโอนแบบลิเนียร์ในช้ันเอาต์พุต จ�ำนวนชุด 

ข้อมูลในการฝึก 5,568 ชุด จ�ำนวนชุดข้อมูลในการ

ตรวจสอบความถูกต้อง 1,193 ชุด และชุดข้อมูล 

ในการทดสอบ 1,193 ชุด จ�ำนวนรอบการเรียนรู้

สูงสุด 5,000 รอบ และเป้าหมายสมรรถนะ 0.01 

โดยผลการฝึกโครงข่ายประสาทเทียมนั้น จะแสดง

ผลดรรชนีสมรรถนะ 3 ค่า คือ ดรรชนีสมรรถนะของ 

การฝึก ดรรชนสีมรรถนะการตรวจสอบความถกูต้อง 

และดรรชนีสมรรถนะในการทดสอบ โดยในรูปที่ 4 

แสดงภาพขณะการเรียนรู้โครงข่ายประสาทเทียม

รูปท่ี 4 โครงข่ายประสาทเทียมขณะการเรียนรู้ในการหา
เอกลักษณ์ที่จ�ำนวนโหนดเท่ากับ 25
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ตารางที่ 1 แสดงผลการฝึกโครงข่ายประสาทเทียม

ในการหาเอกลักษณ์

รอบที่ โครงสร้าง
ดรรชนีสมรรถนะ (MSE)

การฝึก ตรวจสอบ ทดสอบ

1. 5 × 5 × 3 3.1397 3.1929 3.1486

2. 5 × 10 × 3 0.4691 0.4770 0.4704

3. 5 × 15 × 3 0.1748 0.1718 0.1743

4. 5 × 20 ×3 0.1332 0.1309 0.1328

5. 5 × 25 × 3 0.0356 0.0350 0.0355

6. 5 × 30 × 3 0.0333 0.0339 0.0334

7. 5 × 35 × 3 0.0295 0.0290 0.0294

8. 5 × 40 × 3 0.0243 0.0247 0.0244

9. 5 × 45 × 3 0.0218 0.0214 0.0217

10. 5 × 50 × 3 0.0208 0.0212 0.0209

	 จากตารางที ่1 จะเหน็ว่าเมือ่เพิม่จ�ำนวนโหนด 

เข้าไปแล้วดรรชนสีมรรถนะของโครงข่ายประสาทเทยีม 

มีค่าลดลงเรื่อย ๆ จนถึงจ�ำนวนโหนดในช้ันซ่อนท่ี 

30 โหนด ดรรชนีสมรรถนะลดลงจนถึงจ�ำนวนโหนด

ในชั้นซ่อนที่ 25 โหนดเล็กน้อยเท่านั้น และเมื่อเพิ่ม

จนถึงจ�ำนวนโหนดในชั้นซ่อนไปอีกจะเห็นว่าดรรชนี

สมรรถนะไม่มกีารเปลีย่นแปลงแล้ว ดงันัน้ โครงข่าย 

ประสาทเทยีมในการหาเอกลกัษณ์ทีม่คีวามเหมาะสม 

ที่สุดในการเรียนรู ้นั้นอยู ่ที่จ�ำนวนชั้นซ่อนเท่ากับ 

25 โหนด ซึ่งมีค่าดรรชนีสมรรถนะของการฝึก 

อยู่ท่ี 0.0356 ค่าดรรชนีสมรรถนะการตรวจสอบ

ความถูกต้องอยู่ที่ 0.0350 และค่าดรรชนีสมรรถนะ

ในการทดสอบอยู่ที่ 0.0355 โดยมีโครงสร้างของ 

โครงข่ายดังแสดงในตารางท่ี 2 และค่าดรรชนี

สมรรถนะในรูปที่ 5

ตารางที่ 2 แสดงลักษณะโครงสร้างของโครงข่าย

ประสาทเทียมในการหาเอกลักษณ์

โครงข่ายประสาทเทียมในการหา

เอกลักษณ์

โครงสร้าง

จำ�นวนชั้น 3

จำ�นวนโหนดในชั้นอินพุต 5

จำ�นวนโหนดในชั้นซ่อน 25

จำ�นวนโหนดในชั้นเอาต์พุต 3

ฟังชันก์การถ่ายโอนในชั้นซ่อน a = 1/(1+e-n)

ฟังชันก์การถ่ายโอนในชั้นเอาต์พุต a = n

อัตราการเรียนรู้ (α) 0.01

รูปที่ 5	ดรรชนีสมรรถนะการตรวจสอบความถูกต้องของ 
โครงข่ายประสาทเทียมในการหาเอกลกัษณ์ท่ีจ�ำนวน
โหนดเท่ากับ 25

6.	 ผลการน�ำโครงข่ายประสาทเทยีมในการหา 
เอกลักษณ์ไปใช้หาพิกัด
	 เมื่อได้โครงข่ายประสาทเทียมในการหา

เอกลักษณ์แล้ว จะน�ำโครงข่ายประสาทเทียมไปใช้

ในการหาพิกัดการเคลื่อนที่ของจรวด โดยใช้ค่าถ่วง

น�้ำหนักและค่าไบแอสของโครงข่ายประสาทเทียม

เป็นค่าเริ่มต้น การน�ำไปใช้จะท�ำการเปรียบเทียบค่า 

เอาต์พุตที่ได้จากสมการการเคลื่อนที่ของจรวดกับ
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ค่าเอาต์พตุทีอ่อกจากโครงข่ายประสาทเทยีม โดยใช้ 

ค่าอินพุตเป็นข้อมูลชุดเดยีวกนั และค่าความผดิพลาด 

ของพิกัดการเคลื่อนที่ของจรวดท่ีได้จากโครงข่าย 

ประสาทเทยีมเมือ่เทยีบกับค่าจรงิทีไ่ด้จากการค�ำนวณ  

และเมื่อค�ำนวณหาค่าความผิดพลาดสัมบูรณ์ด้วย

สมการที ่8 จะได้ค่าความผดิพลาดสมับรูณ์ดงัรปูที ่6 

โดยค่าความผิดพลาดสัมบูรณ์เฉลี่ยอยู่ที่ 0.34 เมตร  

โดยได้ตั้งขอบเขตของความผิดพลาดสัมบูรณ์อยู่ท่ี 

ไม่เกิน 2 เมตร

(8)

รูปที่ 6	ค่าความผดิพลาดสัมบรูณ์ระหว่างค่าท่ีได้จากโครงข่าย 
ประสาทเทยีมกบัค่าจรงิสมการการเคลือ่นทีข่องจรวด

	 จากการด�ำเ นินการพบว ่าการหาพิ กัด 

การเคลื่อนที่ของจรวดด้วยโครงข่ายประสาทเทียม 

เมื่อเปรียบเทียบกับการค�ำนวณสมการด้วยวิธี

ของรุงเง-คุตตา ซ่ึงเป็นการค�ำนวณตัวแปรออกมา

หลายตัวแปรนั้น จะมีความสะดวกและรวดเร็วกว่า 

ในกรณทีีต้่องการเปลีย่นข้อมลูน�ำเข้า ลดความผดิพลาด 

ในการค�ำนวณทีอ่าจเกดิขึน้ได้ แต่การทีจ่ะให้โครงข่าย 

ประสาทเทียมเป ็นตัวแทนระบบการเคลื่อนที ่

ทีห่ลากหลายขึน้ จ�ำเป็นต้องมชีดุข้อมลูทีใ่ช้ในการฝึก 

มากยิ่งขึ้น เพ่ือที่จะให้โครงข่ายประสาทเทียมนี้

ท�ำนายการเคลื่อนที่ของแนววิถีจรวดประดิษฐ์ได้

แม่นย�ำมากขึ้น

7.	 สรุปผลการด�ำเนินการ
	 บทความนี้น�ำเสนอการใช้โครงข่ายประสาท 

เทียมในการท�ำนายการเคลื่อนที่ของแนววิถีจรวด

ประดิษฐ์จากการออกแบบระบบการเคลื่อนที่ของ 

จรวดโดยโครงข่ายประสาทเทียมแบบแพร่ค ่า 

ย้อนกลับ (Back-propagation Neural Network) 

ที่ได้จากการเขียนโปรแกรมคอมพิวเตอร์แมตแลบ 

(Matlab) เม่ือพิจารณาถึงความสัมพันธ์ของข้อมูล

อินพุต (Input) คือ ค่ามุมทางสูง (Elevated Angle)  

ค่าความเร็วต้นของจรวด (V
0
) แรงผลักดันจรวด 

(Thrust Force) อัตราหมุนควง (Spin Rate) และ

อัตราการไหลของจรวด (Mass Flow Rate) ท่ี

ใช้ในการสร้างแบบจ�ำลองแล้ว น�ำข้อมูลเหล่าน้ี 

ไปใช้ในกระบวนการเรียนรู ้ (Training) เพื่อใช้ 

ในการหาเอกลกัษณ์ โดยท�ำการแบ่งรปูแบบโครงข่าย 

ประสาทเทียมและก�ำหนดโครงสร้างแต่ละรูปแบบ

ของโครงสร้างของโครงข่ายประสาทเทียม จากนั้น 

ท�ำการทดลองหาจ�ำนวนโหนดในชัน้ซ่อนทีแ่ตกต่างกนั 

ของแต่ละรูปแบบ และต่อมาท�ำการเปรียบเทียบ 

โครงสร้างของโครงข่ายประสาทเทยีมในแต่ละรปูแบบ 

ในขั้นตอนของการเรียนรู้ให้มีความเหมาะสม ซ่ึง 

พจิารณาได้จากโครงข่ายประสาทเทยีมทีใ่ห้ค่าดรรชนี 

สมรรถนะทีสุ่ด (MSE) เมือ่ได้โครงข่ายประสาทเทียม 

ในการหาเอกลักษณ์ที่เหมาะสม จึงน�ำโครงข่าย 

ประสาทเทยีมนัน้เป็นตวัแทนการหาพกัิดการเคลือ่น 

ทีพ่กัิด X, Y และ Z ของจรวดต่อไป
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	 กระบวนการเรียนรูข้องโครงข่ายประสาทเทยีม 

ใช้การหาเอกลักษณ์ค่าดรรชนีสมรรถนะ แสดง

ดังตารางที่ 1 เมื่อพิจารณารูปแบบโครงสร้างของ

โครงข่ายประสาทเทียมในการหาเอกลักษณ์ท้ัง 10 

รูปแบบ เมื่อเพิ่มจ�ำนวนโหนดในชั้นซ่อนมากขึ้น

เรื่อย ๆ ตั้งแต่ 5-50 โหนด โดยเพิ่มจ�ำนวนโหนด 

ครั้งละ 5 โหนด จะส่งผลท�ำให้ค่าดรรชนีสมรรถนะ 

ของกระบวนการเรียนรู้ในการหาเอกลกัษณ์มแีนวโน้ม 

ลดลงเรือ่ย ๆ  จนกระทัง่ถึงโครงสร้างทีม่จี�ำนวนโหนด

ในชั้นซ่อนเป็น 25 โหนด และโครงสร้างหลังจากนี้ 

จะให้ค่าดรรชนีสมรรถนะมีค่าใกล้เคียงกัน และม ี

แนวโน้มคงที ่จนถงึโครงสร้างทีม่จี�ำนวนโหนดเท่ากับ 

50 โหนด ซึง่แสดงให้เหน็ว่าหลงัจากเพ่ิมจ�ำนวนโหนด 

มากกว่า 25 โหนดแล้ว พบว่าไม่สามารถท�ำให้โครงข่าย 

ประสาทเทียมเรียนรู ้ได้ดีข้ึนมากกว่าเดิม ซ่ึงได้

โครงสร้างของโครงข่ายประสาทเทียมที่เหมาะสม

คือรูปแบบที่มีโครงสร้าง 5×25×3 จึงน�ำโครงข่าย

ประสาทเทยีมนีเ้ป็นตวัแทนการหาพกิดัการเคลือ่นที่

ของจรวด 

	 การท�ำงานของโครงข่ายประสาทเทียมท่ีใช ้

หาเอกลักษณ์ของระบบการเคล่ือนท่ีของจรวด

จะท�ำการเปรียบเทียบค่าเอาต์พุตที่ได้จากสมการ 

การเคลื่อนที่ของจรวดกับค่าเอาต์พุตท่ีออกจาก 

โครงข่ายประสาทเทยีม โดยค่าความผดิพลาดระหว่าง 

พิกัด X, Y และ Z ที่ได้จากสมการการเคลื่อนที่กับ

พิกัด X, Y และ Z ที่ออกจากโครงข่ายประสาทเทียม

มีค่าความผิดพลาดสัมบูรณ์เฉลี่ยอยู่ท่ี 0.34 เมตร  

ซึง่ถอืว่าอยูใ่นเกณฑ์ทีด่แีละยอมรบัได้ ดงันัน้ โครงข่าย 

ประสาทเทยีมทีใ่ช้หาเอกลกัษณ์ของระบบการเคลือ่นที ่

ของจรวดนีส้ามารถเป็นตัวแทนการหาพกิดั X, Y และ 

Z แทนการค�ำนวณที่ยุ่งยากของสมการการเคลื่อนที่

ของจรวดได้
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