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บทคัดย่อ

	 ในปัจจบุนัมกีารน�ำระบบปัญญาประดษิฐ์เข้ามาช่วยวเิคราะห์ภาพถ่ายจากกล้องระยะไกลทีต่ดิอยูบ่น

อากาศยานไร้คนขับ (Unmanned Aerial Vehicle: UAV) ส�ำหรับใช้ในการส�ำรวจพื้นที่ปลูกพืชเสพติดในพื้นที่

ต่าง ๆ เช่น แปลงปลูกพืชบนที่ราบสูง บริเวณหุบเขาหรือที่ทุรกันดาร อีกทั้งยังสามารถประมวลผลภาพถ่ายได้

ใกล้เคยีงกบัเวลาจรงิทีร่ะบบปัญญาประดษิฐ์ตรวจจบัได้ ท�ำให้สามารถค้นหาเป้าหมายทีต้่องการได้อย่างชดัเจน 

มากขึน้ ทัง้นี ้ในบทความวชิาการนีเ้ป็นการศกึษาระบบปัญญาประดษิฐ์ตรวจจับพชืเสพติดบนอากาศยานไร้คนขับ 

ขนาดเลก็ (Small Unmanned Aerial Vehicle) โดยการประมวลผลและวเิคราะห์ภาพถ่ายจากกล้องบนระบบ

อากาศยานขนาดเลก็นีจ้ะท�ำงานทนัทตีามเวลาทีเ่กดิขึน้จรงิ ซึง่ผลลพัธ์ทีไ่ด้ทัง้หมดจะท�ำงานบนอปุกรณ์ทีต่ดิบน

อากาศยานไร้คนขับขนาดเล็กหรือเรียกระบบนี้ว่า “In situ info.” และเป้าหมายของระบบนี้ได้แบ่งการท�ำงาน

ออกเป็น 3 ส่วน คือ  การประกอบรวมของระบบปัญญาประดิษฐ์ขั้นต้น ต้นแบบระบบปัญญาประดิษฐ์ตรวจจับ 

พืชเสพติดบนอากาศยานไร้คนขับขนาดเล็กและทดสอบต้นแบบระบบปัญญาประดิษฐ์บนอากาศยานไร้คนขับ

ขนาดเล็กในสถานที่จริง ในบทความนี้จะเป็นการกล่าวถึงการประกอบรวมของระบบปัญญาประดิษฐ์ขั้นต้น

เท่านั้น เนื่องจากการวิเคราะห์ผลของข้อมูลบนระบบอากาศยานไร้คนขับขนาดเล็กนั้น ท�ำให้การเลือกอุปกรณ์ 

ต้องมีขนาดเล็กน�้ำหนักเบา ซึ่งเป็นข้อจ�ำกัดในการเลือกอุปกรณ์ที่น�ำมาติดตั้งบนอากาศยานไร้คนขับขนาดเล็ก  

ในระบบปัญญาประดิษฐ์ท่ีได้ศึกษาน้ีได้ใช้ดอกไม้ท่ีหาได้ง่ายจ�ำลองเป็นพืชเสพติดเพี่อใช้ในการสร้างโมเดล 

โดยใช้ TensorFlow เวอร์ชัน 1.15 ผ่านสถาปัตยกรรม SSD Mobilenet เวอร์ชันที่ 2 โดยการสร้าง One class 

classification เป็นระบบที่ใช้ในการประมวลผลภาพ ซึ่งจะท�ำการทดสอบโมเดลผ่านระบบกล้องที่จะน�ำไปใช้ 

ในการติดตั้งบนอากาศยานไร้คนขับขนาดเล็กท้ังกล้องแบบเลนส์ทางยาวโฟกัสเดียว (Prime lens) และแบบ

เลนส์ซูม (Zoom lens) จากการเตรียมการทดสอบท�ำให้ทราบถึงการน�ำระบบปัญญาประดิษฐ์ไปท�ำงาน 

ร่วมกับกล้องประเภทต่าง ๆ ดังที่กล่าวมาข้างต้น ผลลัพธ์ที่ได้เป็นไปตามวัตถุประสงค์ในการศึกษา
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Abstract

	 Artificial intelligence (AI) is now being used to analyze images acquired from mounted 

cameras on unmanned aerial vehicles (UAVs) for an application of delineating addictive crops 

in highland crop fields, in the valley or in the wilderness. It can also be adopted to process 

images near real time. This makes it possible to find the desired goals more clearly. This paper 

elaborates the current study of an AI system installed on a small UAV to detect addictive plants 

for processing and analyzing camera images immediately after the time of image acquisition. 

All the results will work on the device mounted on the UAV that was named “In situ info.”. 

The goal of this system was divided into three parts i.e., the integration of basic AI systems, 

an AI prototype for detecting addictive plants on a small UAV, and test of the AI prototype 

on a small UAV in real-world settings. In this article, we describe the initial integration of  

the AI system. Due to the analysis of data on a small UAV, the criteria for the selection of 

equipment had to be small and lightweight. This was a limitation in the selection of equipment 

to be installed on a small UAV. In the AI system studied, a readily available flower modeled as 

an addictive plant was used to model in TensorFlow version 1.15 through the SSD Mobilenet 

version 2 architecture by creating a “One class classification” model. It was the system used 

to process images. This will test the model through the camera system used for installation 

on the small UAV both prime lens and zoom lens cameras. Embracing the AI system to work 

with various types of cameras as mentioned above, we obtained results in accordance with 

the study objectives.
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1.	 วัตถุประสงค์
	 บทความนี้จะอธิบายการสร ้างต ้นแบบ 

โดยใช้การท�ำแบบ “In situ info.” ซ่ึงเป็นระบบ 

การประมวลผลข้อมูลอัตโนมัติบนอากาศยาน 

ขนาดเล็ก เพื่อวิเคราะห์และท�ำนายความถูกต้อง

ของโมเดลโดยใช้ TensorFlow platform ในการท�ำ 

การประมวลผลเป้าหมายหรือวัตถุอัตโนมัติบน

อากาศยานขนาดเล็ก รวมไปถึงอุปกรณ์ที่จะน�ำมา

ใช้งานในการสร้างต้นแบบ “In situ info.” โดยเป็น

ผลลัพธ์ที่ถูกต้องและแม่นย�ำเพื่อน�ำไปใช้ประโยชน์

ในการตรวจจับวัตถุบนอากาศยานขนาดเล็กต่อไป

2.	 ที่มาของปัญหา
	 การลกัลอบปลกูพชืเสพตดิมีความเปลีย่นแปลง 

ไปเป็นอย่างมาก เช่น มกีารปรบัเปลีย่นรปูแบบการปลกู 

เพื่อหลีกเลี่ยงการส�ำรวจและการตัดท�ำลายท้ิง  

โดยปลูกกระจายเป็นแปลงเล็ก ๆ หรือปลูกในพื้นที่

ห่างไกล บนภูเขาสูงและที่ทุรกันดารยิ่งข้ึน ซึ่งถ้า

เป็นการส�ำรวจพืชเสพติดแบบภาคพื้นดินจะต้อง 

ใช้เวลามากในการเข้าส�ำรวจพืน้ทีแ่ละความเสีย่งของ

เจ้าหน้าทีใ่นการปฏบิตังิาน ดงันัน้ การส�ำรวจพืน้ทีด้่วย

ระบบอากาศยานไร้คนขับจึงเป็นท่ีนิยมในการบิน 

ค้นหาพื้นที่เหล่านี้ เนื่องจากอากาศยานไร้คนขับ

สามารถบินได้ด้วยระบบอัตโนมัติ โดยไม่ต้องใช้

นักบินประจ�ำการอยู่บนอากาศยานและยังสามารถ 

ตดิตัง้กล้องถ่ายภาพทีม่คีณุภาพสงู เช่น กล้องถ่ายภาพ 

ในเวลากลางวันและกล้องอินฟราเรดท่ีสามารถ

บันทึกภาพระยะไกลได้ และยังสามารถแสดงภาพ

ในการส�ำรวจพื้นที่มายังสถานีภาคพื้นดินในเวลา 

ที่ใกล้เคียงกับเวลาจริงมากท่ีสุดอีกด้วย [1] ท้ังน้ี 

ได้มีการน�ำเทคโนโลยีระบบปัญญาประดิษฐ์เข้ามา

ใช้ในการตรวจจับวัตถุหรือสิ่งของต่าง ๆ เพื่อเพิ่ม

ประสิทธิภาพในการส�ำรวจพื้นที่ให้มีความแม่นย�ำ 

ยิง่ขึน้ การท�ำงานของปัญญาประดษิฐ์ร่วมกบัภาพถ่าย 

จากกล้องถ่ายภาพนั้นเป็นการสร้างแบบจ�ำลองทาง

คอมพิวเตอร์หรือโมเดล (Model) เพื่อให้ระบบ

คอมพวิเตอร์ได้เรยีนรู ้เข้าใจ และจดจ�ำรปูแบบต่าง ๆ   

ทีป่รากฏบนข้อมลูภาพถ่าย ทัง้ภาพถ่ายจากดาวเทยีม 

ภาพถ่ายจากกล้องถ่ายภาพ และภาพถ่ายจาก

อากาศยานไร้คนขับ [2] เช่น รูปแบบที่เกี่ยวข้องกับ 

การเกษตร การวางแผนผังเมอืง การขนส่ง การจดัการ 

ด้านภัยพิบัติ การเปลี่ยนแปลงสภาพภูมิอากาศ  

และการอนุรักษ์สัตว์ป่า เป็นต้น ซึ่งบางรูปแบบ 

ก็มีความสลับซับซ้อน แต่หากได้รับการฝึกฝนจาก

ตัวอย่างที่ดี ระบบปัญญาประดิษฐ์ก็สามารถเรียนรู ้

และแสดงผลการวิเคราะห์ได้อย่างรวดเร็วและ 

มีความถูกต้องสูง [3]- [4] ในการตรวจจับพืชเสพติด 

จะมีข้อจ�ำกดัทัง้พืน้ทีก่ารปลกู ความสงู และ ลกัษณะ

ช่วงเวลาของต้นไม้ [5] การตรวจจับวัตถุจึงมีความ

ยากล�ำบากเน่ืองจากไม่มีพืชเสพติดที่สามารถใช ้

ในการสร้างโมเดลได้ จึงต้องใช้ต้นไม้ชนิดอื่นมาใช้

ในการทดสอบแทนต้นไม้เป้าหมาย เป็นต้น เพื่อให้

ทราบถงึข้อจ�ำกดัในการพฒันาระบบปัญญาประดษิฐ์

บนระบบอากาศยานไร้คนขับขนาดเล็กและสามารถ

น�ำไปต่อยอดให้ใช้งานจริงได้ต่อไป

	 ดังนั้น การศึกษาระบบปัญญาประดิษฐ์ 

ตรวจจบัพชืเสพตดิบนอากาศยานไร้คนขบัขนาดเล็ก  

แบ่งการศึกษาออกเป็น 3 ระบบ คอื การประกอบรวม 

ของระบบปัญญาประดษิฐ์ขัน้ต้น ต้นแบบระบบปัญญา 

ประดิษฐ์ตรวจจับพืชเสพติดบนอากาศยานไร้คนขับ

ขนาดเล็ก และทดสอบต้นแบบระบบปัญญาประดษิฐ์ 

บนอากาศยานไร้คนขับขนาดเล็กในสถานที่จริง  

ในส่วนของการประกอบรวมของระบบปัญญาประดษิฐ์ 

ขั้นต้นจะเริ่มต้นการท�ำงานจากการศึกษาบทความ
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ทางวชิาการทีเ่กีย่วข้องเพือ่น�ำมาต่อยอดความคิดใน

การออกแบบระบบ อกีทัง้ยงัมส่ีวนส�ำคญัในการเลอืก

ใช้อุปกรณ์ประมวลผล การรวบรวมข้อมูลภาพถ่าย 

การสร้างโมเดล (Model) การเลือกใช้ไลบรารี  

(Library) ท่ีใช้ในการสร้างโมเดล เป็นต้น โดยอปุกรณ์

วิเคราะห์ผลที่เลือกมานี้จะต้องมีขนาดเล็กและมี 

น�ำ้หนกัทีเ่บา อกีทัง้ยงัต้องมปีระสทิธภิาพทีเ่หมาะสม 

ต่อการประมวลผลข้อมูลอีกด้วย เนื่องจากระบบ

ทัง้หมดจะถกูตดิตัง้บนอากาศยานไร้คนขบัขนาดเลก็ 

จากนั้นจะเป็นการเตรียมข้อมูลภาพถ่ายเพื่อสร้าง

โมเดลทีเ่กดิจากการเรยีนรูข้องระบบปัญญาประดษิฐ์ 

และน�ำโมเดลที่ได้ไปทดสอบใช้งาน 

รูปที่ 1	แสดงขั้นตอนการท�ำงานของระบบปัญญาประดิษฐ์
ตรวจสอบพืชเสพตดิบนอากาศยานไร้คนขบัขนาดเลก็

3.	 การสร้างโมเดลเพ่ือทดสอบระบบปัญญา
ประดิษฐ์ โดยใช้ TensorFlow platform 
และอุปกรณ์กล้องที่เลือกใช้ในการท�ำระบบ
ต้นแบบ
3.1	 ระบบปัญญาประดิษฐ์ (AI)

	 การวเิคราะห์และประมวลผลด้วยการใช้ระบบ 

ปัญญาประดษิฐ์ถกูน�ำมาใช้อย่างแพร่หลายในปัจจุบัน  

ไม่ว่าจะเป็นการวเิคราะห์ข้อมลูเชงิตวัเลขเพือ่ควบคมุ

อากาศยานหรือการวิเคราะห์ประมวลผลสัญญาณ

จากอุปกรณ์อิเล็กทรอนิกส์ เช่น วิเคราะห์สัญญาณ

เสียง [6] หรือวิเคราะห์สัญญาณภาพถ่าย เป็นต้น 

	 ในการพฒันาระบบปัญญาประดษิฐ์บนระบบ

อากาศยานไร้คนขับเริ่มได้รับความนิยมในการน�ำ

มาใช้งานอย่างแพร่หลายในส่วนของการเฝ้าระวัง 

[7] และติดตามเป้าหมาย ซึ่งเป้าหมายของระบบจะ

เป็นไปได้ทั้งการพยากรณ์ การดูความคล้ายคลึงของ

วัตถุเป้าหมายของ คน สัตว์ หรือ สิ่งของ ซึ่งเมื่อได้

ท�ำการพบเจอเป้าหมายที่ได้ก�ำหนดไว้จะสามารถ 

แจ้งไปยังผู้เขียนโปรแกรมได้ เป็นต้น [8] การน�ำ

ข้อมูลทางสถิติจากแหล่งข้อมูลต่าง ๆ ทั้งทางตรง

และทางอ้อมมารวบรวมและวิเคราะห์เพื่อให้ได้มา

ซึ่งสมการทางคณิตศาสตร์ที่มีความเกี่ยวข้องกับ 

เป้าหมายของระบบข้อมลู โดยเลอืกใช้ TensorFlow 

เวอร์ชัน 1.15 ผ่านสถาปัตยกรรม SSD Mobilenet 

เวอร์ชัน 2 บนระบบปฏิบัติการ Ubuntu เวอร์ชัน 

Bionic Beaver ร่วมกับการ์ดประมวลผลแบบ GPU 

ยี่ห้อ NVIDIA รุ่น Geforce GTX-980 มี cuda 

จ�ำนวน 2048 cuda core โดยมีข้ันตอนการสร้าง

โมเดลและการน�ำโมเดลไปใช้งานดังแสดงในรูปที่ 2 

โดยกระบวนการสอน (Training data) จะเริ่มจาก

การเตรียมข้อมูลที่ประกอบด้วยค่าหรือตัวแปรท่ีมี

คุณลักษณะเฉพาะ (Features) และท�ำการ Label 

หรือการใส่ค่าเป้าหมาย การตั้งช่ือให้กับข้อมูลหรือ

1

2

3

ศึกษาขอมูลงานวิจัย

ทดสอบโมเดล
บนภาคพืื้นดิน

ทดสอบโมเดล
บนภาคพื้นดิน

ทดสอบโมเดล
บน UAV

ทดสอบระบบ
กับสถานที่จริง

ปรับแกระบบ

ตนแบบระบบปญญาประดิษฐตรวจสอบพืชเสพติดบน
อากาศยานไรคนขับขนาดเล็ก

ทดสอบตนแบบระบบในสถานที่จริง

การประกอบรวมระบบขั้นตน

เตรียม/สรางโมเดล

เตรียมขอมูลจริง/
สรางโมเดล

เลือกอุปกรณ
ที่ใชในระบบ
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เรียกว่า Data set เพื่อมาสอนให้กับคอมพิวเตอร์ 

ส่วนขั้นตอนการสอนเรียกว่า Train ทั้งนี้ เพื่อให้ได้

โมเดลทีเ่หมาะสมจะต้องมกีารปรบัแต่งโมเดลเพือ่ให้

พร้อมใช้งาน ซึ่งการน�ำโมเดลไปใช้งานน้ันตัวโมเดล 

ไม่สามารถใช้งานเพียงล�ำพงัได้จะต้องมโีปรแกรมหลกั 

ที่ท�ำหน้าที่รับข้อมูลแล้วน�ำเข้าไปประมวลผลหรือ

ท�ำนายผลจนได้ผลลัพธ์ออกมา

รูปที่ 2 แสดงขั้นตอนการโมเดลและการน�ำไปใช้งาน

	 ในบทความวิชาการนี้ไม่สามารถสร้างโมเดล

จากพืชเสพติดได้ เนื่องจากไม่สามารถหาพืชเสพติด

มาเป็นชุดข้อมูลได้ ดังนั้น จึงเลือกดอกกุหลาบและ

แปลงต้นอ้อยมาเป็นแหล่งข้อมูลส�ำหรับสร้างโมเดล 

เพ่ือใช้ทดแทนพืชเสพตดิและทดสอบการประกอบรวม 

ของระบบทีไ่ด้ศกึษานี ้ในขัน้ตอนการสร้างโมเดลด้วย

ชุดข้อมูลภาพของดอกกุหลาบได้ใช้แหล่งข้อมูลทาง

อินเทอร์เน็ตจาก Open Image Dataset จ�ำนวน 

1,500 รูปถ่าย ดังแสดงในรูปท่ี 3 และสร้างโมเดล 

ต้นอ้อยจากแหล่งภาพตวัอย่างจากพ้ืนทีจ่รงิในระดบั

ความสูงต่าง ๆ ตั้งแต่ 20 เมตร ไปจนถึง 150 เมตร 

เหนือระดับพื้นดิน จ�ำนวน 1,000 รูปถ่าย โดยใช้ 

อากาศยานไร้คนขับที่ติดกล้องภาพสีในการบิน 

เก็บภาพ ดังแสดงในรูปที่ 4

รูปที่ 3	แสดงรูปตัวอย่างจากอินเทอร์เน็ตโดยใช้ Open  
Image Dataset เวอร์ชัน 4 (a) กุหลาบสีแดง,  
(b) กุหลาบสีชมพู และ (c) กุหลาบสีเหลือง

รูปที่ 4	แสดงรูปต้นอ้อยท่ีได้จากการเก็บรูปเพ่ือสร้างโมเดล
แปลงอ้อย (a) ความสงู 40 เมตร, (b) ความสงู 70 เมตร  
และ (c) ความสูง 180 เมตร

	 หลังจากการรวบรวมภาพถ่ายทั้งหมด จึง

ท�ำการแยกประเภทข้อมลูส�ำหรบัเรยีนรู ้(Train) และ

ประเภทข้อมลูส�ำหรบัการปรบัแต่ง รวมถงึการแสดง

ผลการเรียนรู้ที่ถูกต้อง (Test) ซ่ึงเป็นส่วนที่ส�ำคัญ

ในการสร้างโมเดลระบบปัญญาประดิษฐ์ ถ้าหาก

ข้อมูลภาพถ่ายที่น�ำมามีความแปรปรวนสูง เมื่อน�ำ

ไปสร้างโมเดลทางคณิตศาสตร์ระบบก็จะน�ำผลที่ได้

ไปประมวลผลโดยผลลพัธ์ทีไ่ด้จะมคีวามไม่ถกูต้องสงู 

ตามข้อมูลที่น�ำมาท�ำการสร้างโมเดล เป็นต้น

	 จากนั้นให้คอมพิวเตอร์ท�ำการเรียนรู้แล้ว

ประมวลผลเพื่อหาค่าโมเดลทางคณิตศาสตร์ส�ำหรับ

สมการปัญญาประดษิฐ์ โดยทีร่ะบบจะท�ำการจ�ำลอง

วิเคราะห์ ปรับแก้ และเรียนรู้โดยอัตโนมัติ เพ่ือให้ 

ผลของความผดิพลาดลดลงจนถงึจดุทีส่ามารถน�ำไป

ใช้งานได้ ซ่ึงจะนิยมใช้งานในระบบปัญญาประดิษฐ์ 

ท่ีมีค่าความผิดพลาดของข้อมูลน้อยที่สุด ดังแสดง 

กระบวนการสอน
(Training data)

สรางโมเดล
(Train model)

โมเดล
(Model)

โปรแกรมหลัก
ตัวแปลงสัญญาณ

ภาพ

ภาพจากกลอง

วิธีการสรางโมเดล

การนำไปใชงาน

ทำนายขอมูล

ผลลัพธ

ปรับแตงโมเดล
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ในกราฟที่  1 และ 2 ที่แสดงค่าความละอียด 

ในการตรวจจบัโมเดลกุหลาบและโมเดลแปลงต้นอ้อย 

ตามล�ำดับ

	 เมื่อค่าอัตราการสูญเสีย (Loss) มีค่าน้อยลง 

จนถึงจุดที่คาดว ่าสามารถน�ำสมการมาใช ้งาน  

จงึท�ำการหยดุการเรยีนรูข้องคอมพวิเตอร์ ซึง่ค่า Loss นี้  

คือ ค่า Loss Function ท่ีบ่งบอกค่าฟังก์ชันของ 

Classification ดังแสดงในกราฟที่ 3 และ 4 ได้ท�ำ 

การประมวลผลระบบโมเดลกุหลาบที่ 1.4 ล้านรอบ 

และโมเดลแปลงต้นอ้อยที ่2 ล้านรอบ ซึง่ผลลพัธ์ทีไ่ด้ 

อาจไม่มกีารเปลีย่นแปลงมากนกัเมือ่จ�ำนวนรอบสงูขึน้  

เมือ่ระบบปัญญาประดษิฐ์ประมวลผลเสรจ็สิน้แล้วให้ 

แปลงสมการเป็นไฟล์ frozen file เพือ่น�ำไปประมวลผล 

บนอุปกรณ์ที่รองรับการใช้งานการวิเคราะห์ภาพ 

ด้วยการเรียนรู้จากระบบปัญญาประดิษฐ์

กราฟที่ 1	แสดงค่า DetectionBoxes Precision mAP 
โมเดลกุหลาบเทียบกับจ�ำนวนการรัน (Step) ใน
ระบบ TensorFlow

กราฟที่ 2	แสดงค่า DetectionBoxes Precision mAP 
โมเดลแปลงต้นอ้อยเทียบกับจ�ำนวนการรนั (Step) 
ในระบบ TensorFlow

กราฟที่ 3	แสดงค่า Loss โมเดลกุหลาบเทียบกับจ�ำนวน 
การรัน (Step) ในระบบ TensorFlow

กราฟที่ 4	แสดงค่า Loss โมเดลแปลงต้นอ้อยเทียบกบัจ�ำนวน
การรัน (Step) ในระบบ TensorFlow

3.2	 ระบบแปลงสัญญาณภาพ

	 ในระบบแปลงสัญญาณภาพจะใช้อุปกรณ์

ประเภทแปลงสัญญาณภาพจากกล้อง โดยรับ

สัญญาณภาพเป็นสัญญาณแอนะล็อกหรือสัญญาณ 

ทีม่าจากช่องสัญญาณ HDMI แปลงเพือ่ท�ำการสตรมีมงิ 

สัญญาณภาพเข้าไปในเครอืข่าย ซึง่อปุกรณ์ทีเ่ลอืกใช้ 

เป็นระบบจากผูพ้ฒันา Z³ Technology รุน่ Lightweight  

Dual Camera Full 4K Encoder (FV4K-DCK-15) 

ดังแสดงในรูปที่ 5 อีกทั้งยังสามารถก�ำหนดขนาด

ข้อมูลที่ท�ำการส่งไปในระบบเครือข่ายได้ ซึ่งใช้เป็น

ระบบ PAYLOAD บนอากาศยานไร้คนขับขนาดเล็ก

ร่วมกับอุปกรณ์กล้องในการใช้ประมวลผลภาพ 

โมเดลกุหลาบ

โมเดลแปลงต้นอ้อย

โมเดลกุหลาบ

โมเดลแปลงต้นอ้อย
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รูปที่ 5	ระบบแปลงสัญญาณภาพ รุ่น Lightweight Dual 
Camera Full 4K Encoder (FV4K-DCK-15)

3.3	 อุปกรณ์กล้องส�ำหรับประมวลผลภาพ
	 ในการทดสอบระบบปัญญาประดิษฐ์เพื่อน�ำ
ไปตดิตัง้บนอากาศยานไร้คนขบัขนาดเล็ก จะใช้กล้อง 
2 รูปแบบ ประกอบด้วย กล้องประเภทที ่1 แบบเลนส์
ทางยาวโฟกัสเดียว (Prime Lenses) ที่มีตัวรับภาพ  
2 ชนดิในตวัเดียวกนั ยีห้่อ FLIR รุน่ DUO PRO R 640  
โดยที่ขนาดเลนส์ของภาพสีท่ีมีขนาดเซนเซอร์  
4,000 x 3,000 พิกเซล รวมถึงระยะ Focus lens 
ที่ 4 มิลลิเมตร, f/2.8 และกล้องถ่ายภาพความร้อน 
ขนาดเซนเซอร์ 640 x 512 พิกเซล มีช่วงเลนส์ 
19 มิลลิเมตร มีตัวประมวลผล IMU ในตัวกล้อง 
ท�ำให้รู้ถึงท่าทางของกล้องรวมถึงต�ำแหน่งภาพถ่าย 
ของกล้อง ดังแสดงในรูปที่ 6 (ซ้าย) และ กล้อง
ประเภทที่ 2 แบบเลนส์ซูมที่มีขนาดเซนเซอร์ 1/2.3  
Exmor R CMOS ยี่ห้อ SONY รุ่น FCB-ER8300  
โดยมีขนาด 8.93 ล้านพิกเซล ช่วงเลนส์อยู่ท่ีขนาด  
3.9 - 46.8 มิลลิเมตร, f1.8 ถึง f2.0 โดยเป็นการซูม 
แบบปรับระยะเลนส์ (Optical zoom) ดังแสดงใน 
รูปที่ 6 (ขวา) ซึ่งกล้อง 2 รูปแบบน้ีจะสามารถใช้
ในการติดตั้งระบบอากาศยานไร้คนขับขนาดเล็กได้ 

รูปที่ 6	กล้องแบบเลนส์ทางยาวโฟกัสเดียว (ซ้าย) และกล้อง
แบบเลนส์ซูม (ขวา)

	 อุปกรณ์กล้องที่น�ำมาทดสอบในเบ้ืองต้นจะ
ทดสอบด้วยกล้องจากคอมพิวเตอร์ก่อน เพือ่ทดสอบ 
ระบบการตรวจจบัภาพ จากนัน้จงึน�ำมาทดสอบร่วมกบั 
ระบบกล้อง 2 รูปแบบ ซึ่งเป็นระบบหลักที่จะน�ำมา 
ติดตั้งบนยานไร้คนขับ โดยติดตั้งบนระบบรักษา
เสถยีรภาพกล้อง (Camera Gimbal) ยีห้่อ GREMSY 
รุ่น S1 เวอร์ชัน 3 ซึ่งระบบกล้องทั้งสองจะถูกติดตั้ง 
ได้เพียงทีละระบบบนอุปกรณ์รักษาเสถียรภาพ  
และจะถูกน�ำไปติดตั้งบนระบบยานไร้คนขับต่อไป 
ในหัวข้อการสร้างต้นแบบระบบปัญญาประดิษฐ์
ตรวจจบัพชืเสพตดิบนอากาศยานไร้คนขบัขนาดเล็ก
เพื่อใช้ในการทดสอบ 

3.4	 แนวทางการพัฒนาระบบ “In situ info.”
	 ระบบการท�ำงานแบบ In situ info. เป็น 
การท�ำงานและประมวลผลข้อมูลบนอากาศยาน
โดยอัตโนมัติ ซ่ึงจะประกอบด้วย ข้อมูลภาพ พิกัด
ต�ำแหน่งและท่าทางของอากาศยาน และลักษณะ
ท่าทางการหมุนของกล้องถ่ายภาพ เพ่ือน�ำมา
ประมวลผลหาวัตถุในภาพและเก็บบันทึกข้อมูล 
ในคลังจัดเก็บข้อมูลบนอากาศยาน ทั้งนี้ ในอนาคต 
นักวิจัยได้น�ำแนวคิดจากการศึกษาการท�ำระบบ
ปัญญาประดิษฐ์ตรวจจับพืชเสพติดบนอากาศยาน
ไร้คนขับขนาดเล็กมาพัฒนาต่อยอดให้เป็นระบบ 
ที่สามารถค้นหาและบอกข้อมูลในขณะท�ำการบิน 
เพือ่ค้นหาเป้าหมายได้โดยอตัโนมตั ิรวมถงึจะทดสอบ 
การบินหาเป้าหมายที่เป็นวัตถุโดยใช้โมเดลทีท่�ำการ 
ออกแบบขึ้นมาจากกระบวนการที่ได ้น�ำเสนอ 
เพือ่ทดสอบการท�ำงาน In situ info. ทัง้ระบบกล้องเลนส์ 
ทางยาวโฟกสัเดียวและเลนส์ซูม ตามลักษณะความสงู 
ในการบินของอากาศยานและภารกจิการค้นหาต่อไป  
ดังแสดงในรูปที่ 7 เพื่อจะน�ำระบบที่ได้พัฒนาขึ้นมา 
ไปประยกุต์ใช้งานในภารกิจการลาดตระเวน สอดแนม  
และค้นหาวตัถ ุด้วยโมเดลทีเ่หมาะสมกบัภารกจิเหล่านัน้  
เช่น คน สัตว์ ยานพาหนะ หรือ สิ่งของ เป็นต้น
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รูปที่ 7	แสดงขั้นตอนการท�ำงานของระบบ In situ info  
บนอากาศยานไร้คนขับขนาดเล็ก

4.	 การทดสอบและประมวลผลโดยใช ้
ปัญญาประดิษฐ์ในการตรวจจับวัตถุร่วมกับ
ระบบกล้อง
	 ในการทดสอบปัญญาประดิษฐ์เพื่อใช้ใน
การตรวจสอบภาพถ่ายจะสามารถตรวจสอบได้ว่า 
ในสมการที่เลือกมานั้น มีความเหมาะสมกับกล้อง
ประเภทต่าง ๆ อย่างไรบ้าง และสามารถตรวจพบ 
ผลลัพธ์ตามโมเดลที่ได้ท�ำการออกแบบมาหรือไม่  
จึงต้องมีการทดสอบระบบปัญญาประดิษฐ์ตามแบบ 
ต่าง ๆ  โดยผลลพัธ์ทีไ่ด้แสดงในรปูที ่8 ซึง่เป็นผลลพัธ์
ของโมเดลกุหลาบโดยใช้กล้องแบบเลนส์ทางยาว
โฟกัสเดียวในการตรวจจับภาพ และรูปท่ี 9 แสดง
ผลลัพธ์ของโมเดลกุหลาบโดยใช้กล้องแบบเลนส์ซูม 
ในการตรวจจับภาพ โดยท้ังสองการทดลองได้ท�ำ 
การทดสอบในห้องปฏบิตักิารภายในอาคาร นอกจากนี้ 
ได้สร้างโมเดลแปลงต้นอ้อยทีมี่จดุมุง่หมายในการน�ำ
ไปทดสอบบริเวณแปลงไร่อ้อยนอกอาคาร ซ่ึงใน 
เบื้องต้นจะสรุปผลเพียงการทดสอบจากโมเดล 
กหุลาบในอาคารและผลการสร้างโมเดลแปลงต้นอ้อย 
จากโปรแกรม TensorFlow โดยจุดมุ่งหมายใน 

การทดสอบเพือ่ดกูารท�ำงานร่วมกนัระหว่างอปุกรณ์ 
ต่าง ๆ  ก่อนน�ำไปตดิตัง้เพือ่สร้างต้นแบบการประมวลผล  
In situ info. ในการหาผลลัพธ์ของการประมวลผล
ในรูปแบบของข้อมูลรวมถึงพิกัดต�ำแหน่งของภาพ
เพื่อระบุวัตถุท่ีได้ท�ำการเรียนรู้แล้วน�ำกลับมาแสดง
ยังฐานข้อมูลแม้ว่าระบบสัญญาณจะขาดหายไป
ขณะท�ำการบิน

รูปที่ 8	แสดงการทดสอบปัญญาประดิษฐ์ด้วยกล้องสีแบบ
เลนส์ทางยาวโฟกัสเดียว

รูปที่ 9	แสดงการทดสอบปัญญาประดิษฐ์ด้วยกล้องแบบ 
เลนส์ซูม

4.1	 การทดสอบประมวลผลโมเดลบนคอมพิวเตอร์
	 การทดสอบการสร้างโมเดลด้วย TensorFlow  
จะทดสอบการสร้างโมเดลจ�ำนวน 2 โมเดล ได้แก่ 
โมเดลกุหลาบ และ โมเดลแปลงต้นอ้อย โดยผลลัพธ์
ที่ได้จะแสดงตามตารางที่ 1 และรูปท่ี 10 ซ่ึงเป็น
ผลลัพธ์จากการประมวลผลปัญญาประดิษฐ์

กลองถายภาพ

อุปกรณประมวลผล
ภาพ

อุปกรณรักษา
เสถียรภาพของกลอง
(Gimbal Frame)

คลังจัดเก็บขอมูล
(Data base)

อากาศยานไรคนขับ

พิกัดตำแหนง (GPS)

ตัวแปลงภาพ
(Video to LAN)
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รูปที่ 10	แสดงการเปรยีบเทียบระหว่างระบบปัญญาประดษิฐ์
ที่การตรวจจับวัตถุบนภาพ (ซ้าย) และต�ำแหน่ง 
วัตถุบนภาพเพื่อให้ระบบปัญญาประดิษฐ์เรียนรู้
ความถูกต้อง (ขวา)

ตารางที่ 1 แสดงผลการรันโมเดลด้วย TensorFlow 
เวอร์ชัน 1.15

โมเดลกุหลาบ โมเดลแปลงอ้อย

จำ�นวน Steps 1.4 ล้านรอบ 2 ล้านรอบ
mAP ใหญ่ 0.1428 0.3807
mAP กลาง 0.0199 -1
mAP เล็ก 0 -1
mAP@.5IOU 0.23 0.532
mAP@.75IOU 0.061 0.432
Recall 1 0.079 0.298
Recall 10 0.115 0.425
Recall 100 0.16 0.428
Loss 12.8198 0.8303

4.2	 การทดสอบโมเดลบนคอมพิวเตอร์ประมวลผล
โดยใช้กล้องแบบเลนส์ทางยาวโฟกัสเดียว
	 ในการทดสอบนีจ้ะใช้กล้องแบบเลนส์ทางยาว 
โฟกัสเดียว โดยที่จะท�ำการตั้งกล้องไว้กับที่แล้วน�ำ
ดอกกุหลาบมาทดสอบกับระบบปัญญาประดิษฐ์
ท�ำให้ได้ผลลัพธ์จากการทดสอบตามตารางที่ 2 
โดยใช้กุหลาบที่แตกต่างกันตามท่ีนักวิจัยหาได้ คือ 
กุหลาบจริง กุหลาบปลอม และภาพดอกกุหลาบ
จากในโทรศัพท์เคลื่อนที่ เพื่อทดสอบความถูกต้อง
ของโมเดลว่าสามารถตรวจจับกุหลาบแบบต่าง ๆ 
ได้หรือไม่

ตารางที่ 2 แสดงผลการทดสอบโมเดลระบบปัญญา
ประดิษฐ์ในการวิเคราะห์ภาพผ่านกล้องแบบเลนส์
ทางยาวโฟกัสเดียว

ลำ�ดับ ประเภทของ
ดอกกุหลาบ

  ผลที่ได้ ค่าเปอร์เซ็นต์
ที่พบ

1 กุหลาบปลอมสีส้ม ตรวจพบ มากกว่า 80%
2 กุหลาบปลอมสีฟ้า ตรวจไม่พบ          -
3 กุหลาบปลอมสีชมพู ตรวจพบ ช่วง 75% - 85%
4 ภาพดอกกุหลาบ 

จากโทรศัพท์เคลื่อนที่

ตรวจพบ ช่วง 60% - 70%

5 กุหลาบจริง ตรวจพบ มากกว่า 80%

4.3	 การทดสอบโมเดลบนคอมพิวเตอร์ประมวลผล
โดยใช้กล้องแบบเลนส์ซูม
	 ในการทดสอบน้ีจะใช ้กล ้องซูมแล ้วน�ำ 
ดอกกุหลาบไปวางในระยะที่ไกลออกไป ประมาณ 
2-3 เมตร แล้วจึงท�ำการทดสอบปรับซูมไปยัง
ต�ำแหน่งดอกกุหลาบ ซึ่งท�ำให้ได้ผลลัพธ์ของการ
ทดสอบดังตารางที่ 3

ตารางที่ 3 แสดงผลการทดสอบโมเดลระบบปัญญา
ประดิษฐ์ในการวิเคราะห์ภาพผ่านกล้องเลนส์ซูม

ลำ�ดับ ประเภทของ
ดอกกุหลาบ

  ผลที่ได้ ค่าเปอร์เซ็นต์
ที่พบ

1 กุหลาบปลอมสีส้ม ตรวจพบ มากกว่า 90%
2 กุหลาบปลอมสีฟ้า ตรวจไม่พบ          -
3 กุหลาบปลอมสีชมพู ตรวจพบ ช่วง 70% - 80%
4 ภาพดอกกุหลาบ 

จากโทรศัพท์เคลื่อนที่

ตรวจพบ ช่วง 60% - 70%

5 กุหลาบจริง ตรวจพบ มากกว่า 90%

5.	 สรุปผลและข้อเสนอแนะเพิ่มเติม
	 การประกอบรวมของระบบปัญญาประดิษฐ์
ขั้นต้นจะเป็นการน�ำระบบปัญญาประดิษฐ์เข้ามา
ทดสอบร่วมกบัระบบกล้องทีจ่ะน�ำไปตดิตัง้บนระบบ 
อากาศยานไร้คนขบัขนาดเลก็ จากการท�ำงานดงักล่าว 
ท�ำให้ทราบว่าระบบปัญญาประดิษฐ์สามารถท�ำงาน
ร่วมกับระบบกล้องถ่ายภาพและชุดแปลงสัญญาณ
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ภาพจาก HDMI สู่ระบบเครือข่ายได้ และกล้อง 
ถ่ายภาพที่น�ำมาใช้บนอากาศยานไร้คนขับส่วนใหญ่
จะเป็นสัญญาณภาพจาก HDMI หรือเป็นสัญญาณ
ภาพแอนะล็อกตามประเภทของกล้องถ่ายภาพ จึง
ต้องใช้ตวัแปลงสญัญาณภาพเข้ามากระจายสญัญาณ
เข้าสู่ระบบเครือข่าย ส่วนการน�ำโมเดลกุหลาบมาใช้ 
ในการทดสอบเบือ้งต้น ระบบสามารถท�ำงานร่วมกันได้  
ในกระบวนการต่อไปส�ำหรบัการวจิยัสร้างต้นแบบระบบ 
ปัญญาประดิษฐ์ตรวจจับพืชเสพติดบนอากาศยาน 
ไร้คนขบัขนาดเลก็จะต้องน�ำอปุกรณ์ต่าง ๆ  เช่น พกิดั 
ต�ำแหน่งของอากาศยานไร้คนขบัขนาดเล็ก ชดุอปุกรณ์ 
ระบบรักษาเสถียรภาพกล้องพร้อมระบุท่าทาง และ 
ระบบประมวลผลปัญญาประดษิฐ์ เป็นต้น น�ำมาประกอบ 
และติดตั้งบนระบบอากาศยานไร้คนขับประเภท 
ปีกหมนุหลายใบพดั เพือ่ทดสอบระบบในสถานท่ีจรงิ 
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