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Detection of small object at a distance
using flickering frequency and trajectory patterns
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Abstract

In this proposal, we intend to research on the innovative and unconventional way to detect
small object at a distance using flickering frequency and trajectory patterns (if possible). The object
can be drones and can be under cluttered or obscured condition. The initial detecting part can
be done by fusion of (1) flickering frequency pattern identification, (2) flight trajectory pattern
(if possible) and (3) visual sensor with deep learning.

The subsequent tracking part is intended to be the ongoing-research 3D coordinated

image-based dynamic localizations technique.
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1. Background
1.1 Drone detection

There are several techniques for detecting
the drone, e.g. ambient RF signal, Radar, Acoustic
Signal, Computer Vision and Sensor fusion. Figure 1
summarizes few good literature reviews on
these techniques, especially X.F. Shi et al [1],
Guveng, et al [2] and Azari et al [3]. Here is the

caption obtained from Guvenc et al [2]

Lastly, the flight trajectory tracking work
was suggested by V-P Thai et al [5]. Their work is
to classify the fixed wing from rotary wing aircraft.
We intend to implement similar systems for
more detailed classification of several type of
flying objects.

1.2 Drone tracking
The visual motion or trajectory tracking of

an object can be achieved through obtaining the

Fig.1 Summary of literature review of drone detection

A team of Zhejiang university suggests
to use sensor fusion (X.F. Shi et al [1]), which
shows promising solution. Yet, the system is still
effective only with the moderate to large drone
sizes. All of these literatures conform conclusion
that there is a gap for detecting small and fast
drone, as the objects are either too small to be
detected, need extensive training or high cost.

The work on background subtraction has
been done in other application, e.g. traffic
(Shahare et al [4]). To the team knowledge, there
is no published work done on implementing or
applying similar technique to drone for outdoor
applications to date. Therefore, we can

implement the similar system too.
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relative motion of the object and the camera in
a sequence of images. Optical flow tracking or
motion-energy estimation are often considered
as one category of visual trajectory tracking
technique. The way these methods work is by
extracting the velocity field and calculating the
temporal derivatives of sequence images.

Trajectory tracking based on these methods
can be fast, but its downside is that it is subjected
to noise resulting in inaccurate values and it
is unusable if pixels produced by the camera
motion are more than a few.

Feature-based technique is also considered
as another category for trajectory tracking. The

way that feature-based technique works is by



recognizing a single unique identifiable object
or multiple identifiable structures across the
scene in sequence images. This technique has its
own pitfall as well. Tracking using single object
identification are first detected and then estimating
the camera position based on triangulation.
However, the single object must be placed at
different but known locations in the scene or
environment. This means that knowledge of the
geometric model of the environment must first
be known. While identifying multiple structures
across the scene operate with the same concept
asasingle object, this approach s highly dependent
on the working environment.

There is need to for 3D object detection
and dynamic trajectory tracking. There are some
prior works done in this area. Papanikolopoulos
et al [6] proposed idea of using visual tracking
of moving target by a camera mounted on a
robot. The work done was 2 dimensional and
more on accuracy of visual tracking but not on
object trajectory. Kawanashi et al [7] did 3D
object detection by multiple active cameras.
However, their system based on fixed camera
in a lab with the effective range about 3m and
was focused on the dynamic searching and
focusing on the tracked object. Talukder and
Matthies [8] worked on real-time detection of
moving objects from moving camera using dense
stereo and visual odometry. Their work paves
way to do dynamic tracking, however, they use
depth (dense stereo) camera for ground view
and get the vehicle motion in 2-D ground plane
only. Migliore et al [9] applied a single camera

for Simultaneous Localization And Mapping

(SLAM) with Mobile Object Tracking in dynamic
environments. Their work focused on SLAM in
lab and fixed camera environment. Nevertheless,
they demonstrated that the ordinary monocular
camera and be used for dynamic object tracking.
Rodrguez-Canosa et al [10] used single camera
with optical flow of the track object by with
Kalman filter. They estimated the camera motion
by creating an artificial optical flow field by
estimating the camera motion between two
subsequent video frames.

Scaramuzza et al [11], [12], [13], [14] did
extensive work on computer vision and visual
odometry for tracking of objects in various indoor
conditions. Their methods show the possibility
of using one camera to track objects in 2D with
accurate trajectory and able to obtain feature
information. They introduced the visual-inertial
odometry to get the estimation of the camera
pose. They also suggested to do the collaborative
monocular SLAM with multiple UAV but for
localizations of individual MAVs. Zhou et al [15]
did dynamic objects in the urban environments
and focused on object segmentation using
Convolutional Neural Network but not on trajectory
localization. Recently, Jing li et al [16] suggested
to combine the optical flow for real time tracking
the cars on the road from the airborne video via
deep learning and digital homography. The 2D
tracking of car is done by optical flow method.
Their work gives way to compensate the camera
motion by means of digital imaging, i.e. examining
image scene in pixel level to estimate the camera
motion. However, their method assumes linear

translation of the camera between images,
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so the rotational motion of the camera is not
accounted for. The proposed photogrammetry
of the known scene in this proposal can cover
both this translation and rotational motion of

the camera.

2. Suggestion

In recent years, Unmanned Aerial Vehicle
(UAV) usage has increased substantially ranging
from commercial applications to personal hobby;
mainly for aerial photography.

Though there are limitations and regulations
for flying UAVs near prohibited areas, it is still
tedious to control these flying spaces. Recently,
there was an increase in drone intrusions that
resulted in several cases such as drone intrusion
at Singapore Changi International Airport (Fig.2)
and London Gatwick Airport which caused several
flight delays. Hence, having a robust system to
detect and track an intruder- UAV when it enters

the prohibited area is quintessential.

3. For detection

The challenges of the small and fact moving
drone or object are the followings:

» Small object: The size of the object in
range depends on the distance from the camera
to the intruder-UAV. There is a situation that the
intruder-UAV appears to be very small at the
edge of the camera.

» Moving object at a distance or under
Cluttered Background: Even though there are
UAVs standing by to detect the target object
from different angles, the intruder UAV and
interceptor is moving at a distance and may travel
high speed against the cluttered or obscured
background.

The initial detection of the small object
from a distance is crucial. Currently, there are
several advanced deep-learning based visual
technique to identify the object. However, the
object must occupy or have certain number of pixels

so that the training algorithm could recognize

Fig.2 Drone intrusion at Singapore
Changi International Airport
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the feature and be identified as drone. Although,
the object might be large, e.g. 1m or in size, if
such object is located far away, most of the
visual sensor fail to identify as the object may
appear too small in the scene. For example, the
DJI Matric M100 (5kg and 60cm approximately)
appear as just a dot, if it flies just about 100m
away. For the even smaller drone, e.g. Parrot
Tello (30cm) and fly at 50m away and fly fast
appear just a line in the scene.

The flying object of the drone however
have changed its appearance while travelling,
either by its motion, or flickering patterns due
to its rotary wings (rotors). Here, we propose the
innovative way to detect, by indirectly observing
the change of the object’s appearance in the
frame by means of change of ‘event’.

As all the objects have unique flickering
characters, e.g. waving tree branches and leaves,
there are certain frequency associated with.
Therefore, one can do stochastic regression
for classification of the flickering frequency
of object. This requires the pre-training of the
known the flickering frequency & patterns. Then,
from the recorded frequency changes, one can
record and do flickering frequency analysis in
the frequency domain to compare, classify and
even identify, whether such flickering object
corresponds to rotors, waving tree leaves, wind,
etc. This is, somewhat, analogous to voice
recognition. Also, this technique requires not
many pixels to be used (in principle, even
just 1 pixel can do). The advantage over the

conventional visual technique is obvious.

Besides, nowadays, there are event cameras (or
even many other monocular cameras) that has
high frame rate, and can respond quickly, i.e.
able to capture very high frequency. Therefore,
the idea could be realized and tested.

In this proposal, we intend to use this
new flickering frequency technique as the initial
means of detection. One can scan the entire
scene and look for ‘hot spot’” where there is
motion or change in pattern, which can be as
small as 1 pixel in size, corresponding to small
object at a distance away. Once the suspicious
‘hot spot’ is detected, one can still utilize the
conventional camera to zoom (focus) in to
get closer look at the object and do the usual
deep-learning based visual technique to accurately
identify the object whether it is a drone or

something else.

Besides, as a small object might still be
difficult to be identified, we can optionally
check indirectly with another identifier -flight
trajectory, if that is possible, e.g. when the object
moves across the scene. Similarly, one can do
training of the flight trajectories (paths) of various
objects (e.g. fixed wing aircraft, multirotor UAVs,
birds, etc.) to obtain the signatures, and do
another stochastic regression for classification
of the flight trajectory of object, to get better
accuracy of the tracked object. Note that, as
we investigate the overall flight trajectory, the
limitation on fast motion of the object is not the
issue, as compared to the normal pan-tilt-zoom

observing camera.
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In short, for detection, we aim at research
on fusing 2 or more techniques (flickering
frequency/change of scene, deep-learning based
visual object detection and identification, and
perhaps flight trajectory) to get better detection
of the small and fast-moving drone. QOur target
is to be able to detect and identify the drone
about 1m or less in size at more than 100m or
more away. This is the challenge that current
vision-based technology alone is still hard to

achieve.

4. For tracking (Subsequent work)

After initial detection as just described, we
can apply image (vision)-based object detector
with deep learning to further identify, detect and
track the targeted drone. We anticipate starting
with YOLOv3, due to its fast inference time,
accuracy and ability to detect small objects.
As YOLOv3 with pretrained coco weights can
detect 80 different classes, we can train YOLOv3
with inclusion of other architecture to specifically
detect small UAV. Subsequently, we shall
include the current state-of-the-art deep learning
algorithm to improve performance and accuracy
(shorter detection time, and better confidence
scores).

Afterward, we follow up the detection by
tracking the target with translation using a KCF
via local search technique. We try both CNN
features extraction and adaptive background
subtraction method to analyse the robustness
of small and high-speed object. Later, when

the drifting appears or there are the changes
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in scale, we use a deep refinement network to
refine the object boundary which results in the
precise location of the objects in 3D space. In
a single network evaluation, DRN can estimate the
changes in scale even the object is small in the
scene as well as compensate the drifting of the
tracker by refining the object region estimated
by the correlation filters.

The targeted tracked drone (intruder
UAV) state estimator to be designed using the
Unscented Kalman Filter (UKF). UKF allows
estimation of nonlinear motion. Based on our
previous works, using the information from the
tracked drone and target object state estimator,
we predicted its future trajectory using an exact
dynamic model of tracked drone connected with
a target object.

After object is detected and identified as
a drone, the next step is to track, either for
following & grasping or sensing & avoiding purposes.
In this proposal, we propose to continue to
use vision-based technique to track the object,
by means of the ongoing-research coordinated
imaged-based 3D localizations technique. In
this technique, the object is tracked by the 2 or
more cameras installed on either stationary or
moving platform. The images from livestream
videos to be processed via Deep-learning based
(Deep Refinement Network)

It should be noted that the proposed
visual tracking has advantage as it gives visual
info in dimensions, trajectory, heading and
even friendly or adversary thought its flying

behaviour. The precise and robust tracking result



in high-performance UAV collaborative planning.
A common tracking approach which uses simple
linear assumptions fail to track a fast-moving
object in an unknown cluttered scene when the
camera is shaking.

In addition, a strong wind can cause the
unpredictable drift to the UAVs which have
a high probability of lost in tracking. To solve the
previous issues, we introduce a GPU-based visual
tracking framework that integrates Kernelized
Correlation Filters (KCF) with our customized
Deep Refinement Network (DRN) for real-time
onboard object tracking and recovery that could

handle drifting, small and fast object tracking.
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