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การวเิคราะห์แบ่งส่วนพืน้ท่ีภาพถ่ายทางอากาศด้วย Generative Adversarial Networks
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บทคัดย่อ

	 บทความนีก้ล่าวถึงการแบ่งส่วนพืน้ทีแ่บบ Semantic Segmentation จากภาพถ่ายทางอากาศ ซึง่

เป็นภาพที่ได้จากอากาศยานไร้คนขับ (Unmanned Aerial Vehicle: UAV) มาวิเคราะห์การจ�ำแนกพื้นที่ด้วย

วิธี Generative Adversarial Networks (GANs) โดยการจ�ำแนกพื้นที่ด้วยระบบสีแบบ RGB มาท�ำการจ�ำแนก

พื้นที่ทั้งหมด 10 พื้นที่ เช่น สนามบิน สนามกีฬา ป่าไม้ พื้นที่ทางการเกษตร แม่น�้ำ บ่อน�้ำ รถ ถนน สิ่งก่อสร้าง 

และพื้นที่อื่น ๆ ซึ่งในการทดลองน้ีได้ใช้โมเดลใน UNET ได้แก่ MobileNetV2, ResNet50, ResNet50V2, 

DenseNet201 และ VGG16 มาเป็น Generator บน Generative Adversarial Networks ไว้ในการจ�ำแนก

พื้นที่ของภาพถ่ายทางอากาศ จากการทดลองพบว่า โมเดลแต่ละโมเดลมีความแม่นย�ำโดยประมาณ 80% และ

มีความเร็วในการท�ำงานต่อเฟรมอยู่ที่ 2 วินาที

ค�ำส�ำคัญ :	อากาศยานไร้คนขับ, การจ�ำแนกพื้นที่, เครือข่ายคู่ต่อสู้ช่วยสร้าง, RGB
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Abstract

	 This article presents the study on semantic segmentation for aerial image classifi-

cation using Generative Adversarial Networks (GANs). The aerial images were acquired by an 

Unmanned Aerial Vehicle (UAV). The proposed method utilized the RGB color space to classify 

into the total of 10 land-cover classes, including airport, stadium, forest, agricultural area, river, 

pond, car, road, building, and others. The experiments were conducted using MobileNetV2, 

ResNet50, ResNet50V2, DenseNet201, and VGG16 as the generator in the GAN framework. The 

experimental results demonstrate that each model achieved the accuracy of approximately 

80% and the processing speed of 2 seconds per frame.
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1.	 บทน�ำ
	 บทความนี้กล่าวถึงการแบ่งส่วนพื้นท่ีแบบ 

Semantic Segmentation จากภาพถ่ายทางอากาศ 

โดยการน�ำภาพที่ ได ้จากอากาศยานไร ้คนขับ 

(Unmanned Aerial Vehicle: UAV) มาวิเคราะห์

การจ�ำแนกพ้ืนที ่(Segmentation) [1] - [3] ซ่ึงท่ีผ่านมา

ได้มีงานที่คล้ายกันนี้ [4] - [5] จ�ำแนกพื้นที่ด้วยวิธี

โครงข่ายประสาทเทยีมแบบคอนโวลชูนั แต่ในงานวจัิยนี้

จะท�ำการทดลองโดยใช้ Generative Adversarial 

Networks (GANs) [6] - [8] ในการจ�ำแนกพืน้ทีท่ัง้หมด

10 คลาส ได้แก่ สนามบิน สนามกีฬา ป่าไม้ พื้นที่

ทางการเกษตร แม่น�ำ้ บ่อน�ำ้ รถ ถนน สิง่ก่อสร้าง และ

พืน้ทีอ่ืน่ ๆ  เพื่อหาความแม่นย�ำและความเร็วในการ

ท�ำงานเพือ่ให้สอดคล้องกบัความเร็วของอากาศยาน

ไร้คนขบั ซึง่คล้ายกบัการทดลอง [9] ทีท่�ำการตรวจจบั

วัตถุในภาพถ่ายทางอากาศด้วยเทคนิคโครงข่าย

ประสาทเทยีม 

	 ส�ำหรบัการวเิคราะห์จ�ำแนกพืน้ทีน่ัน้  จ�ำเป็น

ต้องมีผู้เชี่ยวชาญด้านภูมิศาสตร์เป็นผู้วาดแบบร่าง

เพือ่ตกีรอบจ�ำแนกพ้ืนที ่ซึง่วธิกีารนีใ้ช้ระยะเวลานาน 

สามารถแก้ไขให้เรว็ขึน้ได้โดยใช้ผูเ้ชีย่วชาญหลายท่าน 

ซึ่งอาจช่วยลดระยะเวลาได้ แต่ก็มีค่าใช้จ่ายที่สูงข้ึน 

นอกจากนี้ยังมีป ัญหาด้านพื้นท่ี ถ ้าพื้นท่ีท่ีเป็น

จุดสนใจนั้นยากต่อการเข้าถึง เช่น พื้นที่ป่าท่ีเป็น

เนนิเขารกทบึ พ้ืนทีท่ีต้่องใช้เจ้าหน้าที่ในการส�ำรวจ

จ�ำนวนหลายท่าน พื้นที่อันตรายที่อยู ่ในเขตการ

ทดสอบของจรวด ซึ่งอาจท�ำให้เกิดอันตรายต่อ

ตัวเจ้าหน้าที่ได้ เป็นต้น 

	 งานวิจัยนี้จึงมีวัตถุประสงค์เพ่ือมุ่งแก้ไข

ปัญหาในการจ�ำแนกพื้นที่ดังกล่าวด้วย Generative 

Adversarial Networks (GANs) โดยใช้ภาพถ่าย

ทางอากาศเพื่อให้สามารถน�ำไปประยุกต์ใช้งานได้

ต่อไป อย่างไรกต็าม ข้อจ�ำกดัในงานวจิยัมปัีจจยัดงันี้ 

	 1)  ด้านข้อมลูภาพถ่ายทางอากาศ คลาดเคลือ่น

หรือข้อมูลไม่สมดุลที่ส ่งผลให้มีข้อจ�ำกัดในการ

ใช้งานโมเดล ตัวอย่างเช่น เม่ือท�ำการตีกรอบพื้นที่

จ�ำนวนภาพที่มีพื้นที่ของป่ามากกว่าแม่น�้ำมาก ๆ 

สมมุติว่า มี 1,000 ภาพ ที่มีป่า แต่มีภาพที่มีแม่น�้ำ

เพียง 100 ภาพ อาจท�ำให้ประสิทธิภาพของโมเดล

เอนเอียงไปในพื้นที่ของป่ามากกว่าแม่น�้ำ เป็นต้น 

	 2) ข้อจ�ำกัดด้านการตีความพ้ืนที่ ขนาดของ

ภาพถ่ายทางอากาศเป็นสิ่งส�ำคัญ ภาพขนาดเล็กอาจ

ตคีวามพืน้ทีไ่ด้ยากกว่าภาพทีม่ขีนาดใหญ่ ในการจ�ำแนก

ว่าเป็นคลาสใด เนือ่งจากมมุกล้องและความแตกต่าง

ของภาพในการถ่าย ท�ำให้พืน้ทีย่่อขยายแตกต่างกนั 

ส่วนภาพที่ขนาดใหญ่เกินไป ในท่ีนี้หมายถึงมีขนาด

พกิเซลจ�ำนวนมาก เป็นอปุสรรคในการทดสอบโมเดล

เน่ืองจากประสิทธิภาพในการประมวลผลของ

คอมพิวเตอร์อาจไม่เพียงพอและระยะเวลาการ

ประมวลผลข้อมูล อาจจ�ำเป็นต้องแบ่งภาพหรือ

ลดขนาดพกิเซลตามความเหมาะสมก่อนท�ำการ

ทดสอบโมเดล 

	 ดังนั้น งานวิจัยนี้จึงเน้นการแก้ไขปัญหาและ

ข้อจ�ำกัดดงักล่าวข้างต้น เพือ่เพิม่ประสทิธภิาพในการ

ใช้งานโมเดลในการวิเคราะห์ภาพถ่ายทางอากาศได้

มากย่ิงขึ้น และสะดวกต่อการจ�ำแนกพื้นที่ โดยยึด

หลกัการเพิ่มความแม่นย�ำของการจ�ำแนกพื้นที่และ

ความน่าเชื่อถือในการจ�ำแนกพื้นท่ีในภาพถ่ายทาง

อากาศ รวมถึงความเร็วในการประมวลผลข้อมูล

ภาพถ่ายทางอากาศ

2. ทฤษฎีที่เกี่ยวข้อง
2.1 Image Segmentation 

	 Image Segmentation คือ การจ�ำแนกว่า 

พิกเซลแต่ละจุดคือพื้นที่ของคลาสใดที่เราสนใจจะ

ได้ผลออกมาเป็นพืน้ทีส่ต่ีาง ๆ ซึง่แต่ละสีหมายความถึง
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ลักษณะที่แตกต่างกัน เช่น บ้าน ถนน ต้นไม้ ฯลฯ 

ตัวอย่างการท�ำงานของ Image Segmentation 

ดังรูปที่ 1 

รูปท่ี 1 ตัวอย่างการทำ�งานของ Image Segmentation [10]

	 วิธีการ Image Segmentation เหมาะกับ

การใช้งานเชิงพ้ืนท่ี โดยเฉพาะกับภาพถ่ายทาง

อากาศ เนื่องจากต้องการตีความภาพเชิงพื้นท่ี

ให้ละเอียดสูงสุดในระดับพิกเซล ซึ่งเพียงพอและ

เหมาะสมส�ำหรับการใช้งานดังกล่าว

2.2 Generative Adversarial Networks (GANs) 

[11] เหมาะส�ำหรับงาน Segmentation เนื่องจาก 

GANs สามารถสร้างภาพจ�ำลองขึ้นมาเพื่อใช้ในการ

จ�ำแนกพื้นที่ ซึ่งหน้าที่ของ GANs คือ การสร้าง

ข้อมูล ซึ่งการที่ GANs จะสร้างข้อมูลออกมาได้นั้น 

ประกอบไปด้วย 2 ส่วน คือ

2.2.1 Generator ท�ำหน้าที่สร้างข้อมูลให้ตรงกับ

ข้อมูลรูปภาพจริงที่เราต้องการให้มากที่สุด

2.2.2 Discriminator จะเป็นตัว Classifier ท�ำการ

เรียนรู้ข้อมูลที่รับมาว่าอะไรเป็นส่ิงที่มาจากข้อมูล

จริง และอะไรมาจาก Generator ท่ีสร้างขึ้นมา

เลียนแบบข้อมูลภาพจริงให้เหมือนภาพจริงมาก

ที่สุดดังรูปที่ 2 

	 Generator เป็นองค์ประกอบหลักของ 

GANs ท่ีใช้ในการสร้างภาพ โดยเริ่มจากการใช้ 

Noise เป็นอินพุต (Input) ส�ำหรับ Generator และ

รูปท่ี 2 จำ�ลองการทำ�งานของ GANs [12]

เอาต์พุต (Output) เป็นภาพจ�ำลอง (Fake Image) 

ที่พยายามให้ใกล้เคียงกับภาพที่ต้องการมากที่สุด 

โดยสมการของ Generator แสดงดังสมการที่ (1)

(1)

	 Discriminator [12] เป็นตัว Classifier ที่

เรียนรู้จากข้อมูลที่รับมา เพื่อจ�ำแนกว่าอะไรเป็น

ข้อมูลจริงและอะไรมาจาก Generator จากนั้น

จะส่ง Feedback กลับไปให้ Generator เพื่อให้

เรียนรู้และปรับปรุงคุณภาพของภาพจ�ำลอง เพื่อ

ให้ใกล้เคียงกับรูปภาพต้นฉบับมากที่สุด คล้ายกับ

เป็นการแข่งขันระหว่างสองฝ่าย โดยสมการของ 

Discriminator แสดงในสมการที่ (2) 

(2)

	 Generator และ Discriminator [12] ใช้

โมเดล CNN (Convolutional Neural Network) 

โดยงานวิจัยน้ีใช้ U-Net ซึ่งเป็นโครงข่ายประสาท

เทียมแบบคอนโวลูชันชนิดหนึ่ ง โดย U-Net 

ประกอบด้วยโมเดลหลายรูปแบบ การวิเคราะห์ว่า

โมเดลใดเหมาะสมที่สุดส�ำหรับอากาศยานไร้คนขับ
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รูปที่ 3 ตัวอย่างผลการอ่านภาพด้วย GANs

พจิารณาจากความแม่นย�ำ (Accuracy) และความเรว็

ในการท�ำงานของโมเดล ผลการทดลองแสดงใน

รูปที่ 3 ซึ่งภาพที่ GANs อ่านได้จะแสดงผลตามสีที่

ก�ำหนดไว้ใน Label Map ว่าพื้นที่ใดควรมีสีอะไร

ตามที่ก�ำหนดไว้แต่แรก 

2.3 U-Net [13] U-Net เป็นโครงข่ายประสาทเทยีม

แบบคอนโวลชูนั (Convolutional Neural Network: 

CNN) ที่เรียนรู้แบบ Supervised Learning หรือ

การเรียนรู ้แบบมีผู ้สอน ยกตัวอย่างเช่น การท�ำ 

Classification แยกรูปภาพว่ามีรถอยู่ในภาพหรือ

ไม่ม ีในกรณนีีรู้ปภาพจะถกูส่งผ่าน Layers ต่าง ๆ  ของ 

Classification Network ทีท่�ำหน้าที ่เช่น Convolution, 

Max Pooling, Dropout จนกระทั่งได้ผลลัพธ์ออกมา

ดังรูปที่ 4 โดย งานวิจัยนี้เลือกใช้ U-Net ด้วยเหตุผล

ทีว่่าโครงสร้างนีเ้ป็นโครงสร้างทีม่กีารสกัดคณุลกัษณะ

ของภาพได้อย่างมปีระสทิธภิาพจากงานวจิยัทีผ่่านมา 

	 ส่วนแรก ของ U-Net (ส่วนที่ 1 ในรูปที่ 4) 

รูปที่ 4 แสดงโครงสร้างของ U-Net

ประกอบด้วย Convolution Block (3×3 conv) 

และการลดทอน down-sampling ด้วย Max Pooling 

(2×2 max pool) เพื่อดึงคุณลักษณะ (Features) 

ออกมาจากภาพ จะเห็นว่าการดึงคุณลักษณะนี้เกิด

ขึ้นหลายระดับตั้งแต่ High-resolution Features 

ไปจนถึง Low-resolution Features 

	 ส่วนที่สอง ของ U-Net (ส่วนที่ 2 ในรูปที่ 4) 

ประกอบไปด้วยการท�ำ Up-sampling (up-conv 2×2) 

และการท�ำ Convolution คือ การน�ำ Features ทีไ่ด้จาก

ส่วนที ่1 มาใช้ในการสร้างภาพทีถ่กูตดัเรียบร้อยแล้ว 

(Segmented Output) ลูกศรสีเทาในรูปแสดงให้

เห็นว่า ส่วนที่ 2 จะน�ำ Features ในแต่ละระดับ

จากส่วนที่หนึ่งมารวมในการค�ำนวณด้วย สุดท้าย

ข้ันตอนจะประกอบด้วย conv 1×1 เพือ่แปลงขนาด

ของ Feature จาก 62 (ซึง่เท่ากบัความลึกของ Layer 

ก่อนสุดท้าย) ให้เหลือเท่ากับจ�ำนวนคลาส (Class) 

ที่ผู้วิจัยได้จ�ำแนกเอาไว้ในรูปที่ 4 ซ่ึงใน U-Net จะ

ประกอบด้วยโมเดลหลายโมเดลดังรูปที่ 5 โมเดล

ที่มีทั้งหมดใน U-Net โดยที่โมเดล U-Net นั้นจะ

น�ำมาใช้เป็นส่วน Generator ของ Generative 

Adversarial Networks ส�ำหรับการท�ำ Image 

Segmentation

รูปที่ 5 โมเดลที่มีทั้งหมดใน U-Net
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 3. วิธีการด�ำเนินการ 
3.1 การรวบรวมข้อมูล โดยชนิดข้อมูลเป็นไฟล์

ภาพขนาด 5472×3648 pixels (8.8 MB)

	 เนื่องจากภาพต้นฉบับมีขนาดใหญ่เกินกว่า

ที่ U-Net จะน�ำเข้าข้อมูลภาพได้ จ�ำเป็นต้องแบ่ง

ภาพเป็นส่วน ๆ แต่ละส่วนท�ำหน้าทีเ่ป็นอินพตุเพยีง

ชดุเดยีวของ U-Net ดังน้ัน จึงต้องแบ่งภาพใหญ่

เป็นหลายส่วน เพือ่สร้างอินพตุหลายชดุ กระบวนการ

นี้จะอธิบายในข้ันตอนการเตรียมภาพ (Image 

Pre-processing) โดยรูปที่ 6 แสดงตัวอย่างภาพ

ต้นฉบับขนาด 5472×3648 pixels มีภาพทั้งหมด 

1,300 ภาพ แต่สามารถใช้ได้ 1,286 ภาพ เน่ืองจาก

บางภาพไม่ตรงกับคลาสที่ก�ำหนดไว้ 

รูปที่ 6 ตัวอย่างไฟล์รูปต้นฉบับ

3.2 การ Label ข้อมูลหรือการตีกรอบจุดสังเกต

	 ขั้นตอนการติดป้ายก�ำกับ (Label) เริ่มต้น

ด้วยการก�ำหนดคลาสทั้งหมด ซึ่งผู้วิจัยสนใจทั้งหมด 

10 คลาส ได้แก่ ป่า พื้นที่ทางการเกษตร รถ ถนน 

บ่อน�้ำ แม่น�้ำ สนามบิน สนามกีฬา สิ่งก่อสร้าง และ

พื้นที่อื่น ๆ ตามที่ผู้วิจัยต้องการวิเคราะห์จากภาพ 

จากนั้นผู้วิจัยจะเลือกการติดป้ายก�ำกับหรือการระบุ

ต�ำแหน่งท่ีสนใจ โดยใช้โปรแกรม CVAT (Computer 

Vision Annotation Tool) ส�ำหรับการติดป้าย

ก�ำกับหรือการระบุต�ำแหน่งที่สนใจจะใช้รูปแบบ 

Polygons เพื่อก�ำหนดให้เป็นรูปทรงที่ไม่ได้เป็น

ส่ีเหล่ียม ดงัแสดงในรปูที ่7 ส�ำหรบัการตดิป้ายก�ำกบั

ข้อมูลแบบ Polygons 

รูปที่ 7 การติดป้ายกำ�กับข้อมูลแบบ Polygons

	 หลังจากนั้นไฟล์ที่ผู้วิจัยได้จะเป็นไฟล์ RGB 

ในแต่ละรูปที่ท�ำการติดป้ายก�ำกับเอาไว้ ซึ่งผลท่ีได้

แสดงดังรูปที่ 8 

รูปที่ 8 ผลที่ได้จากการติดป้ายกำ�กับ

	 ผู้วิจัยจะท�ำการติดป้ายก�ำกับให้กับแต่ละ

คลาสที่สนใจ ด้วยการก�ำหนดค่าสี RGB เพื่อแยก

ความแตกต่างของลักษณะพื้นที่ โดยแต่ละพื้นที่ที่มี

ลักษณะแตกต่างกันจะได้รับสีที่แตกต่างกันตามรูป

ที่ 9 

3.3 Image Pre-processing ข้อมูล

	 หลังจากตีความพื้นที่ที่สนใจแล้ว ภาพถ่าย

ทางอากาศทั้งหมด 1,286 ภาพ จะถูกขยายข้อมูล 

(Augmentation) ด้วยการท�ำภาพเบลอ การปรับ

ความสว่างของภาพ และการเปลี่ยนสีของภาพถ่าย

ทางอากาศ เพื่อเพิ่มความหลากหลายของข้อมูล 
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รวมเป็นจ�ำนวนทั้งหมด 5,272 ภาพ จากนั้นท�ำการ

แบ่งภาพเป็นพาร์ทชินั (Partition) โดยแบ่งภาพตาม

มิติความกว้างออกเป็น 6 ส่วน และมิติความสูงออก

เป็น 4 ส่วน รวมทั้งหมด 126,528 ภาพ ขั้นตอนนี้

แสดงในรูปที่ 10 

รูปที่ 9 จำ�แนกคลาสแต่ละคลาสด้วย RGB

รูปที่ 10 Image Pre-processing ข้อมูล

3.4 Train และ Test ข้อมูล

	 โมเดลทีเ่ลอืกส�ำหรบั Semantic Segmentation

(U-Net) คอื MobileNetV2, ResNet50, ResNet50V2, 

DenseNet201 และ VGG16 ซึ่งเป็นส่วนของ U-Net 

สามารถแทนท่ีด้วย Convolutional Neural Networks 

เพือ่สร้างคณุลกัษณะของภาพ โมเดลเหล่านีถ้กูน�ำมา

ใช้เพื่อเปรียบเทียบประสิทธิภาพของ U-Net โดย

พจิารณาจากความแม่นย�ำทีไ่ด้จาก Generator ของ 

Generative Adversarial Networks ในการ Image 

Segmentation เนื่องจากภาพต้นฉบับมีขนาดใหญ่

เกินกว่าที่ U-Net จะจัดการได้ ผู้วิจัยแก้ไขปัญหานี้

โดยแบ่งภาพเป็นส่วน ๆ แต่ละส่วนจะท�ำหน้าที่เป็น

อินพุตเพียงชุดเดียวของ U-Net 

	 ดงันัน้ จงึต้องแบ่งภาพใหญ่ออกเป็นหลายส่วน

เพือ่สร้างหลายอนิพตุ ผู้วจิยัพบว่า การแบ่งพาร์ทชินัที่

มีประสิทธิภาพ คือ การแบ่งมิติความกว้างของภาพ

ออกเป็น 6 ส่วน และมิติความสูงเป็น 4 ส่วน ตาม

แผนการฝึกอบรม (Training) ที่แสดงในรูปที่ 11 

	 ในขัน้ตอนนีข้้อมลูจะถกูแบ่งเป็น Train 80%, 

Validation 10% และ Test 10% ส�ำหรับการฝึก

โมเดลที่แตกต่างกัน โดยพารามิเตอร์ส�ำหรับการฝึก

จะเหมือนกันส�ำหรับโมเดลทั้งหมด และผู้วิจัยจะ

เปลีย่นเฉพาะโมเดลพืน้ฐานเท่านัน้ในการท�ำ Image 

Segmentation จากจ�ำนวนทั้งหมด 126,528 ภาพ 

4. ผลการทดลอง
	 จากการทดลอง พบว่า โมเดลแต่ละโมเดล

ให้ผลความแม่นย�ำที่ไม่แตกต่างกันมากนัก ยกเว้น 

RestNet50 ซึ่งมีความแม่นย�ำน้อยที่สุดที่ 66.23% 

ส่วน MobileNetV2 มีความแม่นย�ำสงูสดุถงึ 82.33% 

เนื่องจาก MobileNetV2 ออกแบบตามหลักการ 

Depthwise Separable Convolution เพือ่ลดความ
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รูปที่ 11 ผังการ Training ข้อมูล

ซับซ้อนของโมเดลและประหยัดทรัพยากร รวมถึง

การใช้ Batch Normalization และ ReLU activation 

ระหว่าง Layers เพ่ือเพิ่มความเร็วในการฝึกโมเดล 

นอกจากนี้ยังใช้โครงสร้างแบบ Bottleneck เพื่อลด

การใช้ทรัพยากรและเพิ่มความลึกของโมเดล ท�ำให้ 

MobileNetV2 มีประสิทธิภาพสูงกว่าโมเดลอื่น ๆ 

ที่ทดสอบในชุดข้อมูลเดียวกัน 

ตารางท่ี 1 ผลการทดลองความแม่นย�ำของแต่ละโมเดล

Model mAP (%)

MobileNetV2 82.33

ResNet50 66.23

ResNet50V2 79.32

DenseNet201 76.03

VGG16 80.34

	 ในการทดสอบเวลาทีใ่ช้ท�ำ Image Segmentation 

ในแต่ละเฟรม ผู้วิจัยท�ำการทดลองทั้งหมด 4 ครั้ง 

และค�ำนวณค่าเฉลี่ยของเวลาท่ีใช้ในการท�ำ Image 

Segmentation ในแต่ละเฟรม ผลการทดลอง

ดังแสดงในตารางที ่2 พบว่า ResNet50V2 ใช้เวลาใน

การท�ำ Image Segmentation เรว็ทีสุ่ด 

ตารางที่ 2 ผลการทดลองความเร็วของแต่ละโมเดล

Model
เวลาที่ใช้ตามจำ�นวนครั้ง (วินาที/sec)

ครั้งที่ 1 ครั้งที่ 2 ครั้งที่ 3 ครั้งที่ 4

MobileNetV2 2.46 1.50 1.50 1.81

ResNet50 4.21 4.00 3.79 4.00

ResNet50V2 1.63 1.61 1.59 1.59

DenseNet201 2.46 2.21 2.31 2.32

VGG16 2.41 2.31 2.16 2.29

	 จากการท�ำ Image Segmentation จะได้ผล

การจ�ำแนกด้วยค่าสี RGB ตามที่แสดงในรูปที่ 12 ซึ่ง

แสดงผลลพัธ์ของ Image Segmentation จากโมเดล

ต่าง ๆ ที่ได้ทดลอง 
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5. สรุป
	 จากการทดลอง พบว่า โมเดลแต่ละโมเดล

มีผลการจ�ำแนกพื้นที่ที่ความแม่นย�ำใกล้เคียงกัน 

โดยจะมีความแม่นย�ำอยู่ท่ีประมาณ 80% อย่างไร

ก็ตาม เวลาที่ใช้ในการท�ำงานมีความแตกต่างกัน

อย่างมีนัยส�ำคัญ โมเดลที่มีความแม่นย�ำสูงสุด คือ 

MobileNetV2 แต่กลับใช้เวลาท�ำงานเฉลี่ยช้ากว่า 

ResNetV2 ทัง้นี ้MobileNetV2 แสดงผลการท�ำงาน

ที่เร็วที่สุดในบางเฟรม ท�ำให้เป็นโมเดลที่เหมาะสม

ทีส่ดุส�ำหรับการจ�ำแนกพืน้ทีจ่ากภาพถ่ายทางอากาศ

เมื่อเทียบกับโมเดลอื่น ๆ ที่ใช้ในการทดลอง 

	 อย่างไรกต็าม การท�ำ Segmentation ยงัไม่

เหมาะส�ำหรับการใช้ในอากาศยานไร้คนขับ เนือ่งจาก

ความเร็วของกล้องท่ีใช้อ้างองิในงานทดลองทีผ่่านมา 

[9] แสดงให้เหน็ว่าจ�ำเป็นต้องมกีารจ�ำแนกพืน้ทีท่ีเ่รว็

ขึน้มาก เนือ่งจากกล้องอากาศยานไร้คนขับมคีวามเรว็

ถึง 25 FPS ท�ำให้การท�ำ Image Segmentation 

เหมาะกับภาพถ่ายทางดาวเทียมท่ีเป็นภาพน่ิง

มากกว่า 

	 ผลการวิจัยน้ีสามารถน�ำไปประยุกต์ใช้ใน

การจ�ำแนกพืน้ทีจ่ากภาพถ่ายทางอากาศ หรอืในงาน 

Remote Sensing หรอืการท�ำ Change Detection 

[14]  - [ 15] ได้หลากหลาย ซึง่ข้อจ�ำกดัทีพ่บในการวิจัย 

คอื การประมวลผลภาพทีใ่ช้ระยะเวลานานในการฝึก

และทดสอบข้อมูล แนะน�ำให้ใช้ GPU (Graphics

Processing Unit) ที่มีความเร็วสูงกว่า เพื่อลด

ระยะเวลาในการปฏิบัติงาน และควรเพิ่มจ�ำนวน

ภาพต้นฉบับมากกว่า 1,300 ภาพ และใช้วิธีการ 

Augmentation ที่หลากหลายมากขึ้นในการวิจัยใน

อนาคต ผู้วิจัยหวังว่างานวิจัยนี้จะเป็นประโยชน์ต่อ

ผู้ที่สนใจและน�ำไปพัฒนาต่อยอดในอนาคต
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