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Abstract

A chatbot is a type of Artificial Intelligence (Al) that falls within the field of Natural Language
Processing (NLP). It is a machine learning technology that enables computers to interpret, manage,
and understand human language. Nowadays, organizations have large amounts of data from various
communication channels such as emails, text messages, social media news feeds, videos, audio, and more.
They use NLP software to automatically process this data. Currently, Large Language Models (LLMs),
which are technologies trained with large datasets to generate text similar to what humans write or
speak, can create reasonable and natural - sounding text like that produced by humans. However,
because LLMs are trained on vast amounts of existing data, their responses to specific, current
information may not always be accurate, a phenomenon known as “Hallucination”. This hallucination
is a significant challenge in the development and improvement of LLMs, as it may lead to users
receiving incorrect information and developing misunderstandings. The purpose of this research is to
experiment with a chatbot using information from the DTech (Thailand Defence Technology Journal)
to determine its accuracy in providing knowledge and answering questions about defense technology
information to external individuals. The chatbot applies Retrieval-Augmented Generation (RAG)
technology to address the issue of hallucinations in large language models (LLMs). The experimental
results showed that the chatbot utilizing RAG technology was highly effective, accurately answering
questions 93% of the time, demonstrating a high level of correctness in responding to questions

based on the DTech articles.

Keywords : Chatbot, Artificial intelligence, Natural language processing, Large language model,

Retrieval-augmented generation
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Engineering fitaula léud

1) Zero-shot \Jumeilanilsludunou
Prompt Engineering l#lumsadns Prompt FaLLM

Goufuazitlafauvieddsiilsineiiuinnou
Iﬂﬂlﬁiéfadﬁﬁﬁagaﬂm’%auitﬁuLaﬂuﬂizmumimw
Tuanunsal Zero-shot lunaazsowinsiseu;
waziinlanndaumderdaidnuluvas ey
oguAlugULULBY Prompt Wiy
luinaagnerguesuieniensulagld
Atlaen Prompt wigdeenafies Inglsifideya
msSeudifisfuiidninmelunssuiumsBeuiuie
msU (Train) [13] fog1adu nsalues Sentiment
Analysis @snsaldnany § genth (Paragraphs)
FfeuAaTiusety uay Label Tuusas Classes
f\]’mﬁ?u Train Model (151 RNN "Recurrent Neural
Network" ﬁuﬁaga%mmméwﬁ) wiesutonu
Input Triadnsms Classify \Ju Output Fsagmuh
Tuwasenanldannsauudsuld wnswia
Class Tuy %dﬂﬁﬂiﬁimma%éfaqgmmuiuﬂ
TaeseatnsmsuSumames Zero-shot LLaﬂaéﬁ’agﬂﬁ 1
2) Few-shot #1889 N1sENLULAaNTD
szuusetoyaffidiuiudiotsfosun 9
\enadounLansavesly walun1siseuiiay
aseenuinlalnisedeyalvdvesnisinlineanis
[14] fhognaiu GPT-3 vive FLAN msiinuuu Few-shot
fﬂﬂ%‘ﬁayjaﬁaaﬂmLﬁmhiﬁé’aaEml,mﬁ?ﬂmwiaz
ngunuiseyndeya dsenaifuilsmansdiogis

Finetune on many tasks (“instruction-tuning”)

Input (Commonsense Reasoning) = Input (Translation)
Here is a goal: Get a cool sleep on Translate this sentence to
summer days. Spanish:

How would you accomplish this goal? | The new office building
OPTIONS: was built in less than three

~Keep stack of pillow cases in fridge.) | Months.
-Keep stack of pillow cases in oven. Target

Target El nuevo edificio de oficinas
keep stack of pillow cases in fridge se construyo en tres meses.
Sentiment analysis tasks
Coreference resolution tasks

Inference on unseen task type
Input (Natural Language Inference)

Premise: At my age you will probably
have learnt one lesson.

Hypothesis: It's not certain how many
lessons you'll learn by your thirties.

Does the premise entail the hypothesis?

OPTIONS:
-yes | (-itis not possible to tell | (-no

FLAN Response
Itis not possible to tell

U 1 msusuadilagld FLAN Zero-shot [13]
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=2 o '

faasssiageangunu Insunfuditoyasiogns
Aa o v & | ° ) =}

Asurudestionaliiiganad niulananan
Tumseuduuuinaewiall winisinlueauuy
Few-shot F1glvlumaiseuslalagainuaiunse
lumsinuuised Tddeyatesniinisinuuy
UnAlaedIuNIN F998M19910 Zero-shot 59
Zero-shot a¢laifivayasegeus Few-shot a¢il

v o 1

Uoyasiae1911nNNI1 Zero-shot AsiIBE195UN 2

Zero-shot

The model predicts the answer given only a natural language
description of the task. No gradient updates are performed.

Translate English to French: task description

cheese => prompt

Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Translate English to French: task description

sea otter => loutre de mer examples

peppermint => menthe poivrée
plush girafe => girafe peluche

cheese => prompt
Ui 2 Msvaueed Few-shot iewiguniy Zero-shot [14]

3) Chain-of-Thought (CoT) JuAS#ls
Tuwatudlalunmruwesingusrasdludn
WAy Aeuiiarlufsadnsfidesns Tneitis CoT
azihmsuanaududuges 9 wiazduazihde
Mndupeurounth lunsinzdelilumadile
amringUszasdvesnuuazidenlosauiile
st eyavatedeyaludiduvesdiniy
uaNITaYIUIEnInaUAInURDlUANESU
vowmmsaFRUl fenslileatioassnena
N warn sl CoT Prompt ansatelilanea
dnlaemléit uavassrneuiiuiug aswUszdiu

1nTu Yreufindszansaminesauwes LLM
ilimungdmsunisinludssendldluy
ﬁuaﬂﬂwma [15] lmendnni1svinauaes CoT
Prompt ﬁmam‘lugﬂﬁ 3

Standard Prompting

Chain-of-Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis bals. Each can has 3 tennis balls. How many
tennis balls does he have now?

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis bals. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

A: Roger started with 5 balls. 2 cans of 3 tennis ball
gachis 6 tennis balls. 5+ 6 = 11, The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
o they have?

A x _
j : The

answeris 9.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

FUA 3 19111975989 CoT Prompt (latiieuivis
Prompt laeniald [15]

3. BoMsAdums
3.1 Data Collection

Data Collection B NSEUMNSLAUTIUTI
Toyaanunasing q ewaltlunsiingei
Usvanara vodadudiolilunsinduls maiv
Tayaanusevilemanes i mié’mmwaiélﬁmﬂﬁm
msdTasuuaeuay mafiudeyanngudeya
ooulatl viomsiiudeyannmsiinszvideyadil
DL miLﬁuﬁagaﬁgﬂﬁmLLazLﬁmwaL{Ju?qéﬁzy
TunslideyaliAnUsslevigeanlunisyhasiely
dmsunuAdeildimatusunadoyauneny
TunsanswaluladUosiusewne e DTech (Thailand
Defence Technology Journal) 314U 5 Las Waaglau
ssfmrsunaufiiieidesiumalulad ety
Usend Tl 22 unanny %ﬂfﬁa;ﬂawmmag
TugUuuulad pof wlevhanuuashutesaiiogluguuuy
84 Plain Text euitazthluldlutunausely

1ne Plain Text Ain AMUULIENIINGINT
poufinmes Wudennuiiidnvarvesiisnys
sy3ua fdnusuuuUnAlUTliTimsdaguuuln o
WU Audee Myl nMsTaEula wIensdnuin
wuuURLey udu
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3.2 Data Preprocessing

rouflazthdeya Plain Text fldluldany
adesindunmislutuneunisioutoya (Data
Preprocessing) Lduriou Fsnawnioudeyavaneds
nshanudilanazaTIdeuRNAMYDITRYA
videyaliogluguuuuiignies ieusuiasu
Treglugunuuimngan elvitoyaogludnuns
v3osuuuuiiannsoiluldnuseludunoudu
ataliuse@vnm mnwiseudayalifnedzdina
Tkan1sInTeivson1sinuInnisindoya
IdRalUMnTimsndu Sdumsidedlsmubuns
widsdeyanudunoudl

1. ATRdUANNNADIIEITEYA UaXNIS
ALNAAT

2. A5I19@0ULAZYINAIINATEIAT DALY
Tnen1sauniomune wiodydnvaldng q 1wy
wsesmnesdllunmadeunsisunsufisng 9
wionsuanang HTML 1Jusu

3. agdeliinsudaussiinseninelaniny
ﬁag”luﬂawﬁw (Paragraph) Wigariu

a. sywrsgoniilsidudenstuussvialsl
Tnodegnisinioudoyadauandlugui 4
Slowtesdeymesumemanismeiidndenieuiosud
Toyadudeznaeidundedoyaionarsdiniy
nsasmneumematia RAG dely

ANSENS Prompts

Prompts LJudearudignasliiuluiaa
e idilsimaneundurievheslsunseenwuiiie
#99M13 B3 Prompt eazUszneuluierds e
wioudusnisuenaidaedeya 10u Prompts
Mnsansiieafumnaluladlesiulsemaiidai
Tnganntuwalulagtosiulszma (@) wisdnueag
83 Prompts saniu 5 &nvay Kl

1. onsiimeeuseyluensns (Extraction Test)

FI0ENAININ WU “Yusuddiusnuesuseindlng

EXPLORER

¢ RAG [DEV CONTAINER: DTI.cHATE... [} BT O &)

» _pycache__
> deveontainer
~ data

> DTech Issue 31

» Dlech Issue 45
~ DTech_all

ue 31.txt

ssue 44 txt

-105 DTech Issue 38.txt
03-DTech-Issue-45.txt

U 4 shumisiaghoalilawnes (Folder Path) ismAvlie
Plain Text lun13%1 Data Preprocessing

aetulud we. ezls uaxiidedinosls asusseny
ANANYLVBIVUEUARIAING 1IN “BNFIeE
Msfamsmmsvesssuveuliauty”

2. mnufdmeuszylulenansusidealy

v '

Yoyarae o druluenasuitienou (Logic Test)

4
AIBENAININ LYY “YUUALAURFINITOUTIND
Aawosiindn 81 Alandu levdely uazanunsavheu
sorilsun 11 $2lus enFelsl” “anrflnuuuisees
mmiaa%ﬁﬂmﬂiﬁﬁuamwmﬁamaaﬂwﬁﬁﬁmg

(@ nautBnauusuaiiousss) leusaly”
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3. dranuiliidineuszyeglutenans
(Hallucination Test) faag19A0NY W “SEUU
Tumsiglvbnussdmsuusuitiouugy vie Sevy
Bot Smdnnisedsls” “5 Suduussmaiiiidnau
uazTnuaIsavesnisNsnTigalulan”

4. fanuiifesnsmmeuLUULANLAIUAYY
sUUszlearanu (Robustness Test) fegedny
W “susuimusnuesssmalnegnadistuludla
wazifeduninerls wioutseSurednumeisiu
vouusuRue” “any. Iiifannuasaisuuuy

v
o ~1

ugudnlddmiunugdouasd Ingszidaduin

v Al

ovuaigu fulataiilédsunsiaun”

5. Moufiiimneuszylulenansusisesns
Ameunuiuugiiiinue 1wy Wneuuniw
Ssnqu WnAadevesdiney (nstruction Test)
Freg1ad 01w WU “uusiAsUssAvgfiamns
il#lunsdsauuvioduiiusasfessud
fnmenidunnenldviemsiald” “nguniden
AMANYUZLA LD UBUR ATITNT1TAIVUIALAN

3u NOONAR Version 4 11 3 9”

3.3 Data Testing

TuiEmsnedeunaveslunatiuaziinisinng
el

1. wndinisneudiaiugnianuaagld
AZLUY 1 AZLUY AD 1 A0

2. MNININBUANNRAUNEIUNTOREU
mauliasuiuaglanguuy 0.5 ATLUY fo 1 Aa

3. wnfinsnaudiauAnnanunasle
AZULUL 0 AZLLU §iD 1 A0

*wnemn AauUssanlifidneussyey
Tutenans (Hallucination Test) iniinisnauluds
A ldnumneuluenans azla 1 avuuuy
mnmeuuenwmeand axld 0 ALuY dauAsuLL
0.5 axlsliAnluanuuseiand

o

@un13s Accuracy \Weulanadl

%Accuracy=100 X Z—g 6)

\fe
Total score of answers (TS) = NAAZLUUTIUVDIAGDU
All questions (AQ) = AIOUYINALIA

UL %Accuracy AU
Feaunisii (1) Aethezuunluwsasdounsiuiy
deuiumamninmn Tngluwafldhlsmaildimme
Chunking tJu Default wag Semantic

3.4 Model Testing

msvagouarly Llamaindex Faiu Data
Framework 813Ua519 LLM waUnaiadu Llama
Index ﬁLﬂ'%laqa'jaﬁmi"urmﬁwﬁﬁaya el
LaENSEUANEMNSU LLM 52184 RAG laevinis
fnds Llamalndex Wulausi3lu Python uas
Tunsnnaouaziinsiuuamsfieed dil

1. Chunking

Wunsznunmsuldeyaesdennuelvey
wiaenanseeniludiuges q fiFendn "Chunks”
telwanunsadanisuaryszunanalddneiy
‘lu%’umaumiﬁuﬁuﬁa;ga (Retrieval) sguuazAUM
Chunk fAsdesngudeyaiieldiiuuiun
Tunsadradomnuuaslufunaunisatreenny
(Generation) s¥uvaylddayaain Chunk fif
ﬁumLﬁamafLumiaéi”NﬂzTammﬁaugmﬁuas
donadosiutoyadifleg vuinves Chunk fvun
Imsmi”maum"m%aiwmuﬁag’lutm'aza'ausjaﬂ
vosdaya 1wu nMswlsunanulunans o dugos
Tl 100 Msedu

SLumsmaauﬁasmmsaﬁmum Chunking
18 2 wuu fie 1) Default 1138 Fixed Size WUs Chunk
Tiiunadsnusiiwtiuen 2) Semantic wUs Chunk
TagNATUIINAMIUNLNYNI BUSUNVOIVDAL
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Wiolvusias Chunk fifforniitinrumnedusiug
Funsefusundidnau

2. Embedding Model

Lﬁ‘;luizumam%‘lummﬂaq%’ammﬁa‘ﬁaga
Wunnmesideninuvaneg (Semantic Vectors)
ielaunsadsyanananazldauladieiu
lunsAuRutaya (Retrieval) hagn1sasnatoninu
(Generation)

1ums‘1/|maauﬁa]zmmsaﬁmuﬂ Embed
Model 161 2 uu fle

1) bge - m3 [16] Wu Embedding Model
fiwmurlos BAAI Seflrnulanwiuly 3 dundn
(M3) @@ Multi-Linguality (s895UuansnIen)
Multi-Functionality (¥i191uldvainnaie)
Multi-Granularity (ses3urinndeya)

2) Text-embedding-3-large [17] \Ju
Embedding Model #munlag OpenAl 1awiu
Ao HUseAnSangs Tvnannwesivg

3. Generator Model

Wuluwmaniwviminfiadsdeninu
ieifumnouvesinulagefedoyaiifeain
g1udiayavido Knowledge Base lumsvnasuiifio
Poyannnsasmalulagdesiuuszna Ussnauiu
Prompt fia¥19anfaunazdeyaiiiemn

Tunsvnaeutiazanunsariviun Generator
17 2 wuu e 1) claude-3-sonnet-20240229 [18]
L‘f]uiuLﬂamwwmmmwmmzqa Claude-3
WawlaguTen Anthropic d3aLAu Ao 895U

1%

Toyanwive Tvwangiiada Tdnuuugunsal

7fUszanSandiale 2) gpt-d-turbo-preview
ulimanmunvunelvie] siannlag OpenAl Sigausi
Ao sesfudayaniwineg duszdnsnmes

lunsneseuazuuatu 4 luea lnousay
Tuwaszimunmsiiweidlumsmaaeuseluil

WUUT 1: Chunking \{ht Default, Embedding
Model 1Ju bge - m3 way Generator Model
vJu claude-3-sonnet-20240229

wuuii 2: Chunking ¥ Semantic, Embedding
Model 1du bge - m3 uay Generator Model
U claude-3-sonnet-20240229

WUUTl 3: Chunking 1 Default, Embedding
Model fhu Text - embedding-3-large e Generator
Model 1{u gpt-d-turbo-preview

WUl 4: Chunking it Semantic, Embedding
Model Ju bge - m3 Way Generator Model
Ju gpt-4-turbo-preview

4. NAN1INNADY
nadnsilaannnisnnasie ¢ luaa
Fauandlunansned 2 figed
n1sneuAInINUsELANTSiAIReUTEY
Tutenans (Extraction Test) wansliifiuinlaadi 1,
2 uag 4 amﬁamauﬁmmlﬁgﬂﬁmﬁwm
drnilunail 3 anunsaneumaulagneiag 92%
Aanufidmaussyluenatsuidesdddaya
nane 9 druluenansuitieneu (Logic Test)
wandlidiuluead 1, 2 way 4 @unsanoumay
1ﬁgﬂﬁaqwhﬁ’u‘i7i 90% d@luwmadl 3 awisa
nauAnlagnees 80%
Arauiiliddinouszyeglulonans
(Hallucination Test) wanslidiuinlaunail 2 1
Uszansamlumsneudaufiign Jeanansa
neufnulsigniosiomn danlueail 1 uas 4
aunsaneuAinwlagndeavinAuil 80%
dndluaaii 3 anansanauanulagnsas 60%
faufidesnisAmousuuRuLsUAsY
sUUszlemdny (Robustness Test) wandlyiiii
Twnad 1 fuszAnsanlunisneumniudiign
feanunsonoudnulfgndesionun diulia
fla 2uez 3 anansanauanulagnsas 919%,
86% Lag 82% MIUAWU
Aanufisidneuszylulenaisusisiosnis
AmaunuiLuzsfifun (nstruction Test)
Tunad 1 fuszdndainlunisneumniudiign
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FeanunsonauAnulignees 85% luwai 2
awnsanauinulignies 80% diulueai 3
wag 4 annsanaunulagnaeaviiiui 70%

Faenednauiild 1 azuuu fudnsuiild 0 Azuuy
franu: vusudilatnsildfusieta
seuaATuAu 2 lunsuistuiuesuduinngsy
N19A5LING TCELS IMEDBOT 2021 Innovation
Contest %130n154%9%U “The Next Normal of
Healthcare Robotics” Tul 2564
Amauiiarands: vusudvudie1ns
wazedmsuujuRaululsineiuna CARVER
Wunlagaatuinennsueudniaauy (FIBO)
WIMedemAlulaBnsEINATUYS
fnauiign (4 1 Azuu): andeyailsan
seyIugudvudtomsharedniuU iRy
Tulsenenuna CARVER Aifannlagantduineins
YusuAn1AauIy (FIBO) unnangrdeinalulag
WrI0UNASUYT Iasuseiasesusidadudiu 2
Tunsuaedy TCELS IMEDBOT 2021 Innovation
Contest 2021 - The Next Normal of Healthcare
Robotics aifunisuysdurusudifioasns
winnssumansunnglul w.e. 2564
fmauiiiin (14 0 Azuuw): usudnldnea
seuiaAtuau 2 luniswistuueuduinnssy
M35 ne TCELS IMEDBOT 2021 Innovation
Contest 1130154299 “The Next Normal of
Healthcare Robotics” 11l 2564 fie siueudilAu 2 1
PeNeEd N lean T Inen s uAnAdUY
(FIBO) uvningnaemaluladnszasunasuys

faogremnauiild 0.5 Azuuy
ANON3L: NTANEDNAIANHUAUTBIVLEUA
AFIINMIELALEN U NOONAR version 4 31 3 4o
Anaufimense: dfmeu 3 98 990 11 40
seluil

1. Uszian (lalsau Payload) 7.6 Alansu

2. uAN19911911 Remote Controlled

3. ANUSIENER 1.3 Wwas/Aund

4. 522U URANNS (Operation Range) (LOS)
300 W3

5. 528gLIa1UJURN1T (Operation Time)
2 dlaa 30 Wil

6. N§04 3 A9

7. spuvdeans ansadiuszeyldlagld
YAvedeyaT (Repeater) 4.9 - 6.2 GHz (8131150
donlFauldluguanudiimue)

8. matloniuaztlu P54

9. guUnsalussnn Track Wheel, PTZ
(Option: Disruptor, Track Extension )

10. amaanansalumssuthun 10 Alansy

11 nmeunge andiunsldiesmeludssme

fnauilld 0.5 Azuuu: andeyailliin
ANI0ATURANEN YAV UEUANTIINTR
YUIAKEN $u NOONAR Version 4 ésil

1. flvwadn agansenisuan fiaa
AReILAEYIUYIUGY osanEnsne anaoulndn
fspsunsanszumnaInmsAsn

2 asnsamuatazdimauulsmesveylna
300 s warldamilfedaeiilos 2 44l 30 W

3. H1UNITFUTOIWINTFIUIINNTENTI
nanlmrhfeszuteumaiulaududmsumsia
avansal wag/vse nsiu/vhateingsedn

wananislfazuuy: sizdidnouiign
Wigs 1 40 nfneuiinanis 11 4o fe Aneu
o 2 druimeute 1 uag 3 lildeglunndnumy
WLUDIVUEUARTIINTTAIUWIAEN U NOONAR
Version 4 fiszylutenans fmeuiiadldazuuy
0.5 AU
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faogremnauiild 1 AzuuuaInAIanuUszAN
Liifidneuszyaglulanans (Hallucination Test)
fronu: Jevupudilasusnetasuziae
Tun1suve?u TCELS IMEDBOT 2021 Innovation
Contest 2021 - The Next Normal of Healthcare
Robotics N5uYadusueudiieadiauinnssy
an1sunng el we. 2564 Ao
Amaufinnande: Lufldmeulueonans
Fmouiign (I 1 Azuuw): veaduniu 9ndeya
flkuniuladfisnandoaierfuueudilasy
1e¥avuztaAlun1WYedy TCELS IMEDBOT 2021

Innovation Contest 2021

5. dsduazvaiusnena

A3UHANITNARBITTUUININAAUNUYN
uteyaunanailunsastesiuussma lunauuy
i 1 TszAvEmATianlunsmoumanilFeensgnios
fia 93% f1fR1sunfeAnuLiuglun1sneu
AMauufazUszn wul1 Masdisidineussy
Twenans lunadilinadeusia 4 wuu Sanuuiugh
Tun1smauRuIng 92-100% druriaudisesnts
Auuzlumsnauiinnuwiuglunisneutiosgn
Tusta 5 Ussuanenany Tnedianuusiughii 70-85%
anadumsemuusihildlulumanuilireny
grLazduFeuiinsnnaunindauUseianay

drunisfanundnisfiees a1ty
annsoaguUlded

1. Chunking

NHANIINAERY Tuaauuudi 1 fitivun
Chunking \Ju Fixed Size iisuiuluwanuuii 2
firviun Chunking 8w Semantic duwisfines
Aduvadlumans 2 wiloufy wudn msiun
Chunking 1 Fixed Size lsidmeufifianuuiug
Wnnfirnue Chunking 1 Semantic o1aidu
WAl

mulnefimududounislionnsal

Uszloaieranafinuldvatsnuy Juagiu
Tassassuseluauazusun Semantic Chunking
oiitymilumsszyngudiigndiesnnalaennsal
Tngiamzegdslulssloniidudeuvionquiaie

Semantic Chunking 3. Judaslasunsilneil
\Rendudeyafognsiuunniinguiignes
aulieInsalayAIunLg 57%@336‘1%1‘1%@8‘14?
Liwnwe a1vagliianunsoudangudnlagnaes

a3ulad1vu1Aue9 Chunking finans
UszAnSnmuesn1sAuAutayaing1¥ Chunking
FanAuly eraldansalduiuniiiisane
ust Chunking filvajAulenavinlviszuudssanana
Frasmaglininennsunniu Semsdenlmnzan
fulszianvesteyauarn1siaifesnis Chunk
Size MAnaMIBAILIING Embeddings 2l
aruntiugnndy luvasiivun Chunk Size
Avaitumneemarhms Embeddings enaasnihah
ussnananUaviduaantesla

2. Embedding Model

PNNANINAaeY linawuuil 3 fitiuue
Embedding Wu Text-embedding-3-large
Wieuduluaauwuud 4 fid1mun Embedding
1\ bge-m3 wua1 n15MuA Embedding
i bee-m3 Tihmeuiifiauughannnhiifmue
Embedding Ju Text-embedding-3-large LW31%
bge-m3 §945UNWILAINANTAIYAIBILINAT
wazdivszansaindnialusiuAianuAineu
gl Text-embedding-3-large SiUsz@vs WA TU
NUUNUTZAN WU NISUUANIB1ERLUIR

ajulad1n1518en Embedding Model
Tmnzauifunwaseildasiinalisyarsnm
VBINAENSATY

3. Generator Model

NNANITNAADY TUAawuUT 1 wae 2
ﬁﬁmum Generator t0Ju Claude-3-sonnet-20240229
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Wieusulumauuuil 3 uae 4 it1vun Generator
W gpt-d-turbo-preview WU NTSAAUA Generator
vJu Claude-3-sonnet-20240229 T A1mau
fidaruny ugruinndafitanun Generator
\Ju gpt-4-turbo-preview iW51% claude-3-sonnet
UsEANSAMNAFINTUNITRDUAIOIN LA gpt-d-
turbo-preview HUsz@ndainddinsuinu
UNUITTLAN 10U A158519UANM

aw%’fdmmﬁaﬂ Generator Model
T munzaufuniwinazuiildasinald
USEAMB AN B IWAEWEATU

Imednsnaaunun (Chatbot) Hauaiie
dunaluladtesiulseinannlglminuselowd
TemaneBlunmsimureyenlusuAn fsegauTu

1. nsaduayuauniineusy Insna
aunuauisadiglinmsidifadeyanisin
sususeriiensiinugunsalma 4 Wegasing
uazene

2. mMslAALuzdLazAImeU dnIna
AUNUIEILNTINRUAIANUL A UTURBUNTS
UfuRluanunisalpniduvisenisidaugunsal
NNAS

3. msliusnisgnen dmduniieau
1'7iLﬁ'msz’faaﬁ’umamw%amﬁm%amqﬁ dnsna
aunuiansansuAauLazliveayauignAn
pgdiusEANS AN

nmsunalulad LLM way RAG anlglu
Frunusiunsd@Isa oL inUssENS AN
Tugusing « il

1. n1sasieiwagyszuianatoya
4130504 LLM anansatdlunisinsigvideya
Y1INTBINNUVETRYAAN 9 U 51897UU N
unany viedeyaludeailife ieadateya

fiddauazieider fenuansaves RAG
Tumssteyaiiietosngruteyavuslvg)
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