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บทคัดย่อ

	 จักรกลสนทนา (Chatbot) เป็นปัญญาประดิษฐ์ (AI) ประเภทหนึ่งซึ่งอยู่ในสาขาการประมวลภาษา

ธรรมชาติ (NLP) เป็นเทคโนโลยีส่วนการเรียนรู้ของเครื่องที่ช่วยให้คอมพิวเตอร์สามารถตีความ จัดการ และ

ท�ำความเข้าใจภาษามนษุย์ได้ องค์กรในปัจจบุนัมข้ีอมลูเสยีงและข้อความจ�ำนวนมากจากช่องทางการสือ่สารต่าง ๆ  เช่น 

อีเมล ข้อความ ฟีดข่าวโซเชียลมีเดีย วิดีโอ เสียง และอื่น ๆ โดยใช้ซอฟต์แวร์ NLP เพื่อประมวลผลข้อมลูนี้

โดยอัตโนมัติ ในปัจจุบันโมเดลภาษาขนาดใหญ่ (Large Language Model: LLM) ซึ่งเป็นเทคโนโลยีที่ถูกฝึกด้วย

ข้อมูลขนาดใหญ่เพื่อน�ำไปใช้ในการสร้างข้อความคล้ายกับที่มนุษย์เขียนหรือพูดได้ สามารถสร้างข้อความที่มี

ความสมเหตสุมผลและเป็นธรรมชาติเหมอืนท่ีมนษุย์สร้าง แต่เนือ่งจาก LLM ถกูเทรนมาจากข้อมลูทีม่อียูจ่�ำนวนมาก

การตอบค�ำถามที่อยู่บนพื้นฐานข้อมูลท่ีเฉพาะเจาะจงและเป็นปัจจุบันอาจไม่ถูกต้องแม่นย�ำ ซึ่งเรียกว่าเกิดการ 

“Hallucination” การเกิด Hallucination นี้เป็นความท้าทายส�ำคัญในการพัฒนาและปรับปรุงโมเดลภาษา

ขนาดใหญ่ เพราะอาจท�ำให้ผู ้ใช้ได้รับข้อมูลที่ผิดพลาดและเกิดความเข้าใจผิด วัตถุประสงค์ในงานวิจัยน้ี

เพื่อทดลองระบบจักรกลสนทนากับข้อมูลบทความในวารสารเทคโนโลยีป้องกันประเทศ ว่าสามารถให้ความรูแ้ละ

ตอบค�ำถามแก่บุคคลภายนอกเกี่ยวกับข้อมูลของเทคโนโลยีป้องกันประเทศได้แม่นย�ำเพียงใด โดยใช้เทคโนโลยี

การดึงข้อมูลเชิงเพิ่มประสิทธิภาพ (Retrieval-Augmented Generation: RAG) ที่มีอยู่แล้วน�ำมาประยกุต์ใช้ 

เพ่ือแก้ปัญหา Hallucination ใน LLM ผลการทดลองพบว่า ระบบจกัรกลสนทนาทีใ่ช้เทคโนโลย ีRAG มปีระสทิธภิาพ

ในการตอบค�ำถามได้อย่างถูกต้องถึง 93% ซ่ึงสามารถตอบค�ำถามท่ีมีข้อมูลบทความในวารสารเทคโนโลยีป้องกัน

ประเทศได้ถูกต้องดีมาก
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Abstract

	 A chatbot is a type of Artificial Intelligence (AI) that falls within the field of Natural Language 

Processing (NLP). It is a machine learning technology that enables computers to interpret, manage, 

and understand human language. Nowadays, organizations have large amounts of data from various 

communication channels such as emails, text messages, social media news feeds, videos, audio, and more. 

They use NLP software to automatically process this data. Currently, Large Language Models (LLMs), 

which are technologies trained with large datasets to generate text similar to what humans write or 

speak, can create reasonable and natural - sounding text like that produced by humans. However, 

because LLMs are trained on vast amounts of existing data, their responses to specific, current 

information may not always be accurate, a phenomenon known as “Hallucination”. This hallucination 

is a significant challenge in the development and improvement of LLMs, as it may lead to users 

receiving incorrect information and developing misunderstandings. The purpose of this research is to 

experiment with a chatbot using information from the DTech (Thailand Defence Technology Journal) 

to determine its accuracy in providing knowledge and answering questions about defense technology 

information to external individuals. The chatbot applies Retrieval-Augmented Generation (RAG) 

technology to address the issue of hallucinations in large language models (LLMs). The experimental 

results showed that the chatbot utilizing RAG technology was highly effective, accurately answering 

questions 93% of the time, demonstrating a high level of correctness in responding to questions 

based on the DTech articles.
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1.	 บทน�ำ
	 ในปัจจุบันเทคโนโลยีในด้านปัญญาประดิษฐ์
หรอื Artificial Intelligence (AI) มีบทบาทในโลกของเรา
อย่างมากมาย ซ่ึงหนึ่งในน้ันที่ก�ำลังเป็นที่นิยมอยู่ คือ 
จกัรกลสนทนา (Chatbot) ซึง่เป็น AI ประเภทหนึง่ในสาขา
การประมวลภาษาธรรมชาต ิหรอื Natural Language 
Processing (NLP) เป็นเทคโนโลย ีMachine Learning 
ทีช่่วยให้คอมพวิเตอร์สามารถตคีวาม จัดการ และท�ำความ
เข้าใจภาษาของมนษุย์ได้ องค์กรในปัจจบุนัมข้ีอมลูเสยีง
และข้อความจ�ำนวนมากจากช่องทางการสือ่สารต่าง ๆ 
เช่น อเีมล ข้อความ ฟีดข่าวโซเชยีลมเีดยี วดิโีอ เสยีง และ
อื่น ๆ  โดยใช้ซอฟต์แวร์ NLP เพื่อประมวลผลข้อมูลนี้
โดยอัตโนมัติ เพื่อวิเคราะห์เจตนาหรือความเช่ือม่ันใน
ข้อความ และตอบสนองการสือ่สารของมนษุย์ 
	 โมเดลภาษาขนาดใหญ ่หรอื Large Language 
Model (LLM) เป็นโมเดลปัญญาประดษิฐ์ประเภทหนึง่ที่
ได้รับการฝึกฝนบนชุดข้อมูลข้อความขนาดใหญ่ โมเดล
เหล่านี ้สามารถเรยีนรูร้ปูแบบและความสมัพันธ์ระหว่าง 
ค�ำ วลี และประโยค ซึ่งท�ำให้สามารถท�ำงานประมวลผล
ภาษาธรรมชาตไิด้หลากหลาย โดยงานหน่ึงที ่LLM สามารถ
ท�ำได้ดี คือ การตอบค�ำถาม ซึ่งเหมาะกับจุดประสงค์
ในงานวิจัยนี้ แต่ในปัจจุบัน LLM ยังมีข้อจ�ำกัดและ
ปัญหาส�ำคัญคือ
	 1. การเกิดอาการหลอน (Hallucination)
	 หมายถึง การที่ LLM สร้างข้อความที่ไม่ถูกต้อง  
เทจ็ หรอืไร้เหตุผล แม้ว่าจะดเูหมอืนสมเหตสุมผลก็ตาม
จะท�ำให้มนุษย์เกิดการเข้าใจผิดว่าเป็นข้อมูลที่ถูกต้อง
แล้วหากขาดการตรวจสอบ สาเหตุหลัก ๆ ที่ท�ำให้เกิด
Hallucination อาจเกิดจากข้อมูลที่ใช้เรียนรู้มีข้อมูล
ทีผ่ดิพลาด เป็นเทจ็ มีอคต ิหรอืไม่สมบูรณ์ ขาดความเข้าใจ
บริบทของข้อความ มีความคลุมเครือของภาษา
	 2. ปัญหาข้อมูลที ่LLM เรยีนรูไ้ม่เป็นปัจจบุนั
	 การที่ข ้อมูลที่  LLM เรียนรู ้ไม่เป ็นปัจจุบัน
อาจส่งผลต่อประสิทธิภาพและความถูกต้องของโมเดล   
สาเหตุหลักท่ีข้อมูลไม่เป็นปัจจุบัน เพราะข้อมูลมีการ
เปลี่ยนแปลงอยู่เสมอ ข้อมูลใหม่ ๆ ถูกสร้างขึ้น ข้อมูล

เก่าถูกลบ  ข้อมลูทีม่อียู่ถกูแก้ไข LLM ทีไ่ด้รบัการฝึกฝน
เกีย่วกบัข้อมลูทีเ่ก่าอาจไม่สามารถสร้างผลลพัธ์ทีถู่กต้อง
หรือเป็นประโยชน์
	 จากปัญหาดังกล่าวข้างต้นจงึมกีารคิดค้นเทคนคิ
ที่ช่วยเพ่ิมศักยภาพของ LLM ที่มีช่ือว่า Retrieval
- Augmented Generation (RAG) โดยการเพิม่คลงัความรู้
ทีเ่ฉพาะเจาะจงและน่าเชือ่ถอืให้แก่ LLM ให้กลายเป็น
ผูเ้ช่ียวชาญทีค่รอบคลุมความรู้ในสายงานนัน้ ๆ  ตามข้อมลู
ทีเ่พ่ิม ส่งผลให้ LLM ท�ำงานได้อย่างมปีระสทิธภิาพดขีึน้
	 1. แก้ปัญหาการเกดิ Hallucination
	 RAG ช่วยให้ LLM ตรวจสอบข้อเท็จจริงของ
ข้อความที่สร้างขึ้น โดยเปรียบเทียบข้อความกับข้อมูล
ในแหล่งความรู้ภายนอก LLM สามารถระบุและแก้ไข
ข้อผดิพลาดในข้อความหรอืปฏเิสธข้อความทีไ่ม่ถูกต้อง
RAG ช่วยให้ LLM เข้าใจบรบิทของข้อความ โดยดงึข้อมลู
เพ่ิมเติมจากแหล่งความรู ้ภายนอก LLM สามารถ
สร้างข้อความทีส่อดคล้องกบับรบิทของการสนทนาและ
มีความหมายมากขึ้น
	 2. แก้ปัญหาข้อมลูที ่LLM เรยีนรูไ้ม่เป็นปัจจบุนั
	 RAG ช่วยให้ LLM เข้าถึงข้อมูลที่เป็นปัจจุบัน
จากแหล่งความรู้ภายนอก เช่น ฐานข้อมูล เอกสาร 
เวบ็ไซต์ และ API ข้อมลูเหล่านีช่้วยให้ LLM เรยีนรูข้้อมลู
ใหม่ ๆ และอัปเดตข้อมูลที่มีอยู่ให้ทันสมัย
	 ในงานวจิยันีม้วีตัปุระสงค์เพ่ือทดลองระบบจักรกล
สนทนาที่ท�ำการเรียนรู ้ข ้อมูลบทความในวารสาร
เทคโนโลยีป้องกันประเทศ หรือ Thailand Defence 
Technology Journal (DTech) ที่จัดท�ำโดยสถาบัน
เทคโนโลยีป้องกันประเทศ โดยท�ำการสร้าง RAG 
จากข้อมลูบทความในวารสารเทคโนโลยป้ีองกันประเทศ
จ�ำนวน 5 เล่ม แต่ละเล่มจะคดับทความทัง้บททีเ่กีย่วข้อง
กับเทคโนโลยีป้องกันประเทศรวมแล้วได้  22 บทความ 
จากน้ันจึงท�ำการทดสอบกับโมเดลแบบต่าง ๆ ที่มีการ
ก�ำหนดพารามเิตอร์ต่างกนั เลอืกโมเดลทีม่ปีระสทิธภิาพ
ในการตอบค�ำถามได้ดทีีส่ดุเพือ่จะน�ำไปสร้าง Chatbot 
ในการตอบค�ำถามของบคุคลทัว่ไปทีถ่ามเกีย่วกบัข้อมลู

บทความในวารสารเทคโนโลยีป้องกันประเทศได้
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2. ทฤษฎีที่เกี่ยวข้อง
2.1 Large Language Model (LLM)
	 การประมวลผลภาษาธรรมชาติ (Natural 

Language Processing: NLP) เป็นสาขาย่อยของ

ปัญญาประดิษฐ์ (AI) ที่มุ่งเน้นไปที่ปฏิสัมพันธ์ระหว่าง

คอมพิวเตอร์กับภาษาของมนุษย์ โดยเฉพาะอย่างยิง่

โมเดล NLP ช่วยให้คอมพวิเตอร์เข้าใจ ตคีวาม และสร้าง

ข้อความหรอืค�ำพูดทีเ่หมอืนมนุษย์ได้ โมเดลภาษาขนาดใหญ่

(Large Language Model: LLM) เป็นโมเดล NLP ขัน้สงู

ภายในหมวดหมูข่องโมเดลภาษาทีไ่ด้รบัการฝึกล่วงหน้า

(Pre-trained Language Models: PLM) ประสบความ

ส�ำเรจ็ในด้านการปรบัขนาดโมเดล คลงัข้อมลูทีถ่กูการฝึก

ล่วงหน้า และทรัพยากรการค�ำนวณ [1]

	 Large Language Model (LLM) ประมวลผล

ข้อมูลและรูปแบบบทสนทนาได้คล้ายกับภาษาของ

มนษุย์ เป็นโมเดลทีม่ขีนาดใหญ่มากทีผ่่านการฝึกฝนและ

วิเคราะห์ข้อมูลท่ีเกี่ยวกับข้อความเป็นจ�ำนวนมากจาก

แหล่งข้อมูลทั้งเอกสาร หนังสือ บทความ รวมถึงข้อมูล

บนอินเทอร์เน็ต LLM สามารถเรียนรู้และเชื่อมต่อค�ำได้

คล้ายกับมนุษย์ อีกทั้งยังสามารถตีความจากข้อความ

ในประโยคที่ไม่ชัดเจน โดยอาศัยการคาดเดาและการ

วเิคราะห์จากรปูแบบประโยค ท�ำให้การสือ่สารเป็นไปได้

อย่างธรรมชาติ  นอกจากนี ้LLM ยงัสามารถขยายขนาด 

ปรบัตวั และมคีวามยดืหยุน่สูง โดยใช้การต้ังค่าเพียงเล็กน้อย

หรือแทบไม่ต้องปรับการตั้งค่าเลย [2]

	 LLM ได้รับการพัฒนาผ่านวิธีการเรียนรู้เชิงลึก 

โดยเฉพาะอย่างยิ่งการใช้สถาปัตยกรรม Transformer 

โดยตัว Transformer นี้เป็นเทคนิคที่ถูกพัฒนาขึ้นมา

โดย Google ในปี 2017 [3] 

	 ตวัอย่างของ LLM เช่น ChatGPT [4], Codex [5], 

PaLM [6] ที่ก่อให้เกิดความสามารถในการประมวลผล

ภาษาธรรมชาติท่ีน่าสนใจ รวมถึงความสามารถในการ

ปรับขนาดท่ีน�ำไปสู ่การยอมรับ LLM ในงาน NLP 

ทีห่ลากหลาย อย่างไรกต็าม LLM ส่วนใหญ่สามารถเข้าถงึได้

ในรูปแบบกล่องด�ำ (Black Box) เท่านั้น ซึ่งเป็นเพราะ

มันไม่ใช่ซอฟต์แวร์โอเพนซอร์สและเก็บไว้เป็นส่วนตัว 

เช่น ChatGPT เป็นต้น นอกจากนี้ ระดับพารามิเตอร์

ขนาดใหญ่ต้องใช้ทรัพยากรในการค�ำนวณมาก ซึ่งผู้ใช้

ไม่อาจจะหาซื้อทรัพยากรเหล่านี้ได้เสมอไป แนวทาง

ในการสร้าง LLM มี 2 แนวทางหลัก ดังนี้

	 1. Pre-trained Model เหมาะส�ำหรับการ

เริม่ต้นใช้ LLM เน่ืองจากเป็นวธีิทีง่่ายและประหยัดเวลา 

อย่างไรก็ตาม ควรพจิารณาปัจจยัต่าง ๆ เช่น ขนาดของ

โมเดลและทรัพยากรระบบที่ต้องการใช้งาน ค่าใช้จ่าย

ทีเ่กิดขึน้จากการใช้โมเดล ทัง้ค่าใช้จ่ายด้าน Computing 

Resource และค่าใช้จ่ายส�ำหรับโมเดลที่เป็นสินค้า

พาณชิย์ ประเดน็ด้านความเป็นส่วนตวัและความปลอดภยั

ของข้อมลู เมือ่ข้อมลูถกูส่งไปยัง API ของโมเดลภายนอก

องค์กร ปัญหาเก่ียวกับ “Hallucinations” ซ่ึงหมายถงึ

โมเดลสร้างข้อมลูหรอืค�ำตอบทีไ่ม่สะท้อนความจรงิหรอื

ไม่เก่ียวข้องกับข้อมลูท่ีได้รบั

	 2. การถ่ายโอนการเรียนรู ้(Transfer Learning)  

เป็นการน�ำข้อมลูในส่วนของ Pre-trained Model มาปรบัแต่ง 

(Fine-tuning) ด้วยข้อมูลที่เฉพาะเจาะจง เพื่อลดปัญหา 

ตวัอย่างเช่น Hallucinations และปัญหาด้านความเป็น

ส่วนตัวของข้อมูล เป็นต้น การเรยีนรู้การถ่ายโอน ช่วยให้

โมเดลตอบสนองต่อค�ำถามหรือค�ำขอทีเ่ฉพาะเจาะจงได้

ดขีึน้ เช่น การน�ำโมเดล Llama ทีเ่ป็น Pre-trained Model 

มาใช้โดยตรงอาจไม่ให้ผลลัพธ์ที่ดีในภาษาไทย แต่ถ้า

Transfer Learning ด้วยข้อมูลภาษาไทยทีเ่ฉพาะเจาะจง 

โมเดลสามารถท�ำนายผลลัพธ ์ที่ เ ก่ียวข้องมากขึ้น 

นอกจากนี ้ควรค�ำนงึถึงการเตรยีมข้อมลูส�ำหรบั Transfer 

Learning ให้มีโครงสร้างที่เหมาะสมกับ Pre-trained 

Model และปรบัให้เข้ากบัภาษาหรอืบรบิททีต้่องการด้วย 

	 การจัดเตรียมข้อมูลส�ำหรับ Fine-tuning 

ใน LLM ทีใ่ช้สถาปัตยกรรม Transformer จะม ี“Attention” 

เป็นกลไกหลักที่ช่วยให้โมเดลสามารถเน้นและตีความ

ความส�ำคัญของโทเคนต่าง ๆ  ในข้อความได้ กลไกนีช่้วย

ให้โมเดลสามารถประมวลผลข้อมลูทีซ่บัซ้อนและเข้าใจ

บริบทของข้อความได้ดีขึ้น
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	 การ Fine-tuning เป็นกระบวนการทีเ่ราปรบัแต่ง 

Pre-trained Model ให้เข้ากับงานหรอืบรบิทเฉพาะ ซ่ึงใน

กระบวนการนีค้วามสามารถของโมเดลในการใช้กลไก 

Attention จะถูกปรับให้เข้ากับข้อมูลใหม่ด้วยการ 

Fine-tuning เพื่อให้โมเดลเรียนรู้วิธีการให้น�้ำหนักและ

ตีความข้อความ และความส�ำคัญของโทเคนในบริบท

ที่ เฉพาะเจาะจงมากขึ้น การจัดเตรียมข้อมูลส�ำหรับ 

Fine-tuning ใน LLM ต้องด�ำเนินการอย่างรอบคอบ

เพือ่รกัษาความหมาย (Semantic Meaning) 

	 ข้อควรระวังหลักคือ เทคนิคที่ใช้ใน NLP แบบ

ด้ังเดิม เช่น Stop-words Removal, Stemming, 

Truncation อาจท�ำให้ข้อความสูญเสียความหมาย

ที่แท้จริงได้ ตัวอย่างเช่น การตัดค�ำหรือประโยค 

(Truncation) จาก “เมือ่เช้าน้ีฉนัไปโรงเรยีน และพบว่า

ลมืหนงัสอืไว้ทีบ้่าน” เป็น “เมือ่เช้านีฉ้นัไปโรงเรียน” ท�ำให้

สญูเสยีประเดน็หลกัของเรื่องราว เป็นต้น  

	 จากการศกึษาทีม่อียูไ่ด้พสูิจน์แล้วว่าความสามารถ

ของ LLM สามารถใช้ประโยชน์ได้ดขีึน้ด้วยวธิกีารโต้ตอบ

ที่ออกแบบมาอย่างพิถีพิถัน โดยมีตัวอย่างดังนี้

	 1. GenRead [7] ใช้ Prompt กบั LLM เพือ่

สร้างบริบทแทนท่ีการปรับใช้ตัวดึงข้อมูล (Retriever) 

ซ่ึงแสดงให้เห็นว่า LLM สามารถดงึความรูภ้ายในโดยการ

ใช้ Prompt โดยท่ี Prompt คือข้อความทีส่่งให้กับ LLM 

โดยคาดหวังให้ LLM ตอบกลับหรือท�ำอะไรบางอย่าง

ตามท่ีเราต้องการ โดย Prompt อาจจะประกอบไปด้วย

ค�ำสัง่ ค�ำถาม หรอืแม้แต่การบอกเล่าด้วยข้อมลู 

	 2. ReAct [8] และ Self-Ask [9] ผสมผสาน 

Chain-of-Thought (CoT) ซึ่งเป็นเทคนิคที่จะแบ่ง

ค�ำถามที่ซับซ้อนออกเป็นส่วนย่อย ๆ ที่เป็นตรรกะ 

ซึง่เลยีนแบบขบวนความคิดทีเ่ป็นล�ำดบัและการโต้ตอบ 

(Interactions) ด้วยเว็บ API นอกจากนี้ ReAct อาศัย

เพียงการสร้าง Prompt เท่าน้ัน ดังน้ัน ReAct 

เป็นพื้นฐานใหม่ส�ำหรับงานเชิงโต้ตอบ

	 3. Demonstrate–Search–Predict (DSP) [10] 

ก�ำหนดไปป์ไลน์ (Pipeline) ทีซ่บัซ้อนระหว่าง LLM และ 

Retriever ซึง่ต่างจาก ReAct ตรงที ่ DSP ผสมผสาน 

Prompts ส�ำหรบัการสุ่มกลุ่มตวัอย่าง (Demonstration 

Bootstrap) นอกเหนือจากการ Multihop Breakdown 

และ Retrieval (Multihop Breakdown และ Retrieval 

เป็นกระบวนการรับรูใ้น AI NLP ทีข้่อมลูจะถกูรวบรวม

และสงัเคราะห์ข้ามบรบิทหรอืคลงัความรู ้ โดยเกีย่วข้อง

กบัการเชือ่มโยงขัน้ตอนการอนมุานต่าง ๆ เพ่ือให้ได้ค�ำตอบ

ทีค่รอบคลุม ช่วยเพิม่ความเข้าใจและการแก้ปัญหา)

	 แม้จะมคีวามคาดหวังในการตัง้ค่า LLM ให้เป็นศนูย์ 

หรือปรับตั้งค่าเพียงเล็กน้อย แต่ในบางครั้งพฤติกรรม

ของ LLM กจ็�ำเป็นต้องปรบัเปลีย่นมาก ดงันัน้แนวทางแก้ไข

ทีเ่ป็นไปได้คอืการต่อท้ายด้วยโมเดลขนาดเลก็ทีส่ามารถ

ฝึกได้ไว้ด้านหน้าหรือด้านหลงั LLM โดยโมเดลขนาดเลก็นี้

เป็นส่วนหน่ึงของพารามเิตอร์ของระบบทีส่ามารถปรบัแต่ง

อย่างละเอียด (Fine-tuned) เพือ่การปรบัให้เหมาะสม 

(Optimization) ได้

	 4. RePlug [11] ถูกเสนอเพื่อ Fine-tune 

ตัว Retriever แบบ Dense ส�ำหรับ Frozen LLM หรือ

ไม่ต้องการปรบัค่า LLM ใน Retrieve-then-read Pipeline 

ตัว Retriever ได้รับการฝึกภายใต้การดูแลของ LLM 

เพือ่รบัเอกสารทีเ่หมาะสมส�ำหรบั LLM ด้วยจดุประสงค์

เดียวกัน Directional Stimulus Prompting [12] 

ใช้แบบจ�ำลองขนาดเลก็เพือ่กระตุน้ LLM เช่น ค�ำส�ำคญั 

(Keywords) ส�ำหรับการสรุป หรือการด�ำเนินการ

สนทนาส�ำหรบัการสร้างการตอบสนอง ซึง่ได้รบัการอปัเดต

ตามคะแนนของ LLM เป็นตัวก�ำหนด 

2.2 Retrieval Augmented Generation (RAG) 	

		  เป็นเทคนิคที่ใช้ปรับปรุงประสิทธิภาพของ 

LLM ให้ดขีึน้ โดยสร้างข้อความทีเ่สรมิด้วยการเรยีกค้น

ข้อมลู ซึง่เป็นวธิกีารทีใ่ช้ฐานข้อมลูภายนอกเพือ่ช่วยให้

โมเดลภาษาขนาดใหญ่สามารถสร้างข้อความที่มีความ

ถกูต้องและมคีวามหลากหลายได้ โดยปกตโิมเดลทีใ่ช้ใน

การสร้างข้อความจะพึง่พาข้อมลูทีไ่ด้รับการฝึกฝนมาเพือ่

สร้างข้อความใหม่ แต่ RAG ยกระดับการท�ำงานนี้
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ขึน้ไปอกีขัน้ โดยการค้นหาข้อมลูทีเ่กีย่วข้องจากฐานข้อมลู
ขนาดใหญ่ก่อน แล้วจงึใช้ข้อมลูนัน้เป็นพ้ืนฐานในการ
สร้างข้อความ 
	 RAG มกีารพฒันาอย่างรวดเรว็หลงัจากปี 2020 
เมือ่มีการปล่อย GPT-3 และ ChatGPT ออกมา ซ่ึงเป็น
โมเดลภาษาขนาดใหญ่ทีม่คีวามสามารถสงูมแีนวคดิหลกั
สามประเภท คอื Naive RAG, Advanced RAG และ 
Modular RAG ซึง่แตกต่างกนัตามวิธีการเรยีกค้นข้อมลู 
วิธีการสร้างข้อความและวิธีการปรับปรุงโมเดล ซึ่งมี
การวิจัยเรื่องนี้เรื่อยมาจนถึงปัจจุบัน โดย RAG มี
ส่วนประกอบหลกั 3 ส่วน คอื 1. Retriever 2. Generator

และ 3. Augmentation Method ซึ่งมีเทคโนโลยี
หลายอย่างทีใ่ช้ในแต่ละส่วน เช่น Embedding, Re-ranking, 

Compression, Alignment, Adapter, Validation ฯลฯ 
	 การท�ำงานของ RAG สามารถแบ่งออกเป็น 
2 ขั้นตอนหลกั ๆ ได้แก่
	 1. ขัน้ตอนการค้นคนืข้อมลู (Retrieval Step)

	 โมเดลจะค้นหาข้อมลูทีเ่กีย่วข้องจากฐานความรู้
ภายนอก เช่น ฐานข้อมลูข้อความออนไลน์ เอกสาร หรอื
เว็บไซต์ต่าง ๆ เพื่อใช้เป็นข้อมูลป้อนเข้าให้กับโมเดล
สร้างข้อความจากฐานข้อมูลหรอืเอกสารท่ีมอียู ่ โดยอาศยัค�ำ
หรอืประโยคท่ีได้รบัเป็นค�ำแนะน�ำ

	 2. ขัน้ตอนการสร้างข้อความ (Generation Step) 

	 ข้อมลูทีไ่ด้จากขัน้ตอนการค้นคนืข้อมลูจะถกูน�ำมา
เป็นอนิพตุในการสร้างข้อความใหม่ โดยอาศยัโมเดลที่
มคีวามสามารถในการเรยีนรูเ้ชิงลกึ (Deep Learning) 
และเทคนคิ NLP (Natural Language Processing) 
เพือ่ผลติข้อความทีท่ัง้เกีย่วข้องและเป็นธรรมชาติ เช่น 
Transformer หรอื GPT (Generative Pre-trained 
Transformer) โดยโมเดลเหล่านีจ้ะถกูฝึกให้เข้าใจและ
สร้างข้อความได้ดีในหลาย ๆ  ประเภท เช่น แปลภาษา
สร้างค�ำบรรยาย และการตอบค�ำถาม เป็นต้น

	 เม่ือมกีารรวมการสร้างข้อความและการค้นคนื
ข้อมูลเหล่านีเ้ข้าด้วยกนั โมเดลทีไ่ด้จะมคีวามสามารถ
ในการสร้างเนือ้หาทีม่คีวามเช่ือถอืได้มากขึน้ โดยมคีวามรู้

และข้อมูลจากฐานความรู้ภายนอกเป็นส่วนหนึ่งของ
เนื้อหาที่สร้างขึ้น เช่น การตอบค�ำถามโดยใช้ข้อมูล
จากฐานความรูเ้พือ่เสรมิสร้างค�ำตอบท่ีมคีวามเชือ่ถอืมากขึน้ 
หรือการสร้างบทความโดยใช้ข้อมลูทีไ่ด้จากการค้นหา
ข้อมลูจากฐานข้อมลูออนไลน์
	 RAG สามารถประยกุต์งานในหลายแอปพลเิคชนั 
เช่น การตอบค�ำถามอตัโนมตั ิการสร้างเน้ือหาตามค�ำขอ
รวมถงึการสร้างบทความหรอืรายงาน ซึง่ข้อดขีอง RAG 
คือการทีส่ามารถผลติข้อความทีแ่ม่นย�ำและรวดเรว็ขึน้
โดยอาศัยข้อมลูท่ีมคีวามเกีย่วข้องสงู ท�ำให้เป็นเทคนคิ
ทีน่่าสนใจส�ำหรบัการพฒันาโมเดล AI ในอนาคต

การเปรยีบเทยีบระหว่าง RAG กบั Fine-tuning
	 RAG (Retrieval Augmented Generation) และ 
Fine-tuning เป็นเทคนิคสองแบบที่ใช ้ปรับปรุง
ประสทิธภิาพของ LLM แต่มวีธิกีารท�ำงานทีแ่ตกต่างกนั 
โดยที่ RAG คล้ายกับการให้โมเดลเรียนหนังสือ ท�ำให้
สามารถเรียกค้นข้อมูลตามค�ำถามที่เฉพาะเจาะจงได้ 
วิธีการนี้เหมาะส�ำหรับสถานการณ์ที่โมเดลต้องการ
ตอบค�ำถามที่เฉพาะเจาะจงหรือแก้ไขงานเกี่ยวกับ
การเรียกค้นข้อมูล โดยโมเดลจะดึงข้อมูลที่เกี่ยวข้อง
จากแหล่งข้อมูลภายนอกและจะใช้ข้อมูลที่ดึงมา
เพื่อสร้างข้อความ
	 ส่วน Fine-tuning เป็นการปรับโมเดล LLM 

ที่มีอยู่โดยใช้ชุดข้อมูลเฉพาะโดเมน โมเดลจะเรียนรู้
จากตัวอย่างในชุดข้อมูลที่เหมาะส�ำหรับงานเฉพาะ 
เช่น โมเดล LLM ที่ผ่านการ Fine-tuning บนชุด
ข้อมลูบทความข่าว สามารถเขยีนบทความข่าวได้ดกีว่า 

F ine - tun ing  ที่ท� ำ ก า ร ป รั บ แต่งโ ม เ ด ล ที่มีอยู่ 
โดยใช้ชดุข้อมลูทีเ่ฉพาะเจาะจงกบังานทีต้่องการ เพือ่ปรบั
พารามิเตอร์ของโมเดลให้เหมาะสมกบังานนัน้ ๆ  มุง่เน้น
การปรับแต่งโมเดลให้มีประสิทธิภาพสูงสุดในงาน
ทีต้่องการ โดยไม่จ�ำเป็นต้องใช้ข้อมลูจากแหล่งฐานความรู้
ภายนอก ดังนั้น RAG และ Fine-tuning สรุปได้ดังนี้ 

	 Fine-tune เมือ่ต้องการข้อมลูเฉพาะเจาะจงโมเดล 
(ความรู้ในด้านเฉพาะ สไตล์ของโมเดลความคาดหวัง
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ในรูปแบบของผลลัพธ์ เป็นต้น)
 	 RAG เมื่อต้องการให้ค�ำตอบมีความเป็นจริง 
(ค�ำตอบต้องถกูต้อง ข้อมูลเปลีย่นแปลงบ่อย ค�ำตอบต้อง
มีการอ้างอิง มีขอบเขตกว้างเกินไปส�ำหรับความรู้ที่มี
พารามิเตอร์ เป็นต้น) ท่ีส�ำคญัคอื ถ้าชุดข้อมลูมีขนาดใหญ่ 
ทรพัยากรทีจ่�ำเป็นส�ำหรบัการฝึกหรอืท�ำการ Fine-tune 

โมเดลอาจมีขนาดใหญ่ เช่นกนั RAG และ Fine-tuning 

สามารถเสริมกันได้ ช่วยเพิ่มความสามารถของโมเดล
ในระดับต่าง ๆ ในบางสถานการณ์การผสมผสาน
เทคนิคสองอย่างนี้สามารถท�ำให้ได้ผลลัพธ์ที่ดีที่สุด 
กระบวนการทีจ่ะปรบัปรงุด้วย RAG และ Fine-tuning 
อาจต้องท�ำซ�้ำหลายรอบเพื่อให้ได้ผลลัพธ์ที่น่าพอใจ 
	 RAG Framework รปูแบบการวิจยั Naive RAG 
แสดงถึงวธิกีารแรกเริม่ทีไ่ด้รบัความนยิมอย่างกว้างขวาง 
หลงัจากการใช้ ChatGPT อย่างแพร่หลาย Naive RAG 
ปฏิบัติตามกระบวนการแบบด้ังเดิมที่ประกอบด้วย
การจัดท�ำดัชนี การเรียกค้น และการสร้าง ถือว่าเป็น 

“Retrieve-Read” Framework กระบวนการท�ำงาน
ของ RAG ประกอบด้วยขั้นตอนหลัก ๆ ที่แบ่งออกเป็น 
3 ขั้นตอน ได้แก่
 	 1. Indexing (การจดัสรรดัชนี) 
	 เนือ้หาทีใ่ช้ในการสร้าง (Generation) จะถกูจดั
เก็บไว้ในรูปแบบของดชัน ี เพือ่ให้สามารถท�ำการสบืค้น
ได้อย่างมปีระสิทธภิาพ ข้อมลูท่ีจดัเกบ็ในดัชนสีามารถ
เป็นข้อความอย่างเดียวหรอืรวมข้อมลูภาพหรือเสยีงกไ็ด้ 
เพ่ือให้สามารถใช้ในกระบวนการ Generation ได้อย่าง
หลากหลาย โดยท�ำความสะอาดและแยกข้อมลูออกเป็น
ข้อความธรรมดาที่ไม่มีโครงสร้าง และแบ่งข้อมูลออก
เป็นส่วน ๆ ทีอ่าจจะมีประโยชน์ส�ำหรบัโมเดลในการใช้งาน 
จากน้ันใช้ตัวฝังข้อมูลท่ีเลือกเพื่อแปลงข้อมูลเหล่านั้น
เป็นรูปแบบเวกเตอร์ เกบ็ไว้ในรูปแบบดัชนีข้อมลู
	 2. Retrieval (การสืบค้น) 
	 เป็นขั้นตอนที่ระบบจะท�ำการสืบค้นข้อมูล
ท่ีเก็บไว้ในดัชนีตามค�ำค้นหาหรือเงื่อนไขที่ก�ำหนด 
เพือ่ให้ได้เนือ้หาทีเ่กีย่วข้องมากทีส่ดุ การสบืค้นนีส้ามารถ

ใช้วิธีการต่าง ๆ ได้ เช่น การใช้ค�ำค้นหาเป็นข้อความ 
การใช้ภาพเป็นข้อมลูเข้าช่วยในการค้นหา หรือแม้กระทัง่
การใช้รายการเนือ้หาท่ีมเีนือ้ความคล้ายคลงึกนั เป็นต้น 
Retrieval จะใช้ข้อมูลเดียวกันกับขั้นตอน Indexing 
เพื่อฟังค�ำถามของผู้ใช้และเรียกค้นเอกสารที่คล้ายกัน
ทีส่ดุตามเกณฑ์ความคล้ายคลงึทีก่�ำหนดไว้ บางเกณฑ์
ทีน่ยิมใช้คอื Cosine Similarity, EuclideanDistance, 
DotProduct ซึง่แต่ละเกณฑ์มข้ีอดใีนรูปแบบของตวัเอง
	 3. Generation (การสร้าง) 
	 เมือ่ข้อมลูทีเ่กีย่วข้องถกูสบืค้นและเลอืกมาแล้ว 
ขั้นตอนต่อไปคือการสร้างเน้ือหาใหม่จากข้อมูลที่
ถกูสบืค้นเหล่านัน้ การสร้างนีอ้าจใช้โมเดลการเรยีนรู้ของ
เครือ่ง (Machine Learning) เพือ่สร้างเนือ้หาทีม่คีวาม
สมเหตสุมผลและมคุีณภาพ โดยใช้ข้อมลูทีไ่ด้จากขัน้ตอน 
Retrieval เป็นข้อมลูอ้างองิ
	 ในขัน้ตอนการเลอืกเอกสารทีจ่ะส่งให้กบั LLM 
สามารถท�ำได้โดยพจิารณาดังต่อไปนี้
	 1. ความส�ำคญั (Importance) 
	 เอกสารทีม่คีวามส�ำคญัสงูสดุส�ำหรบัค�ำถามหรือ
งานทีก่�ำลงัด�ำเนนิการ ความส�ำคัญของเอกสารสามารถ
วัดได้จากคะแนนการค้นคนื (Retrieval Score) ความสมัพนัธ์
กบัค�ำถามว่ามคีวามสอดคล้องเพยีงใดกบัค�ำถามนัน้ ๆ
	 2. ความหลากหลาย (Diversity) 
	 เอกสารท่ีมคีวามหลากหลายในเน้ือหา ไม่ให้มี
ข้อมูลที่ซ�้ำซ้อนกันมากเกินไป การใช้เอกสารที่มี
ความหลากหลายจะช่วยให้ LLM ได้รับมุมมองทีห่ลากหลาย
	 3. ความยาก (Difficulty) 
	 เลอืกเอกสารทีม่รีะดับความยากทีเ่หมาะสมกับ 
LLM หากเอกสารยากเกินไป อาจท�ำให้ LLM ไม่สามารถ
ตอบค�ำถามได้ตามทีต้่องการ
	 4. ความยาว (Length) 
	 พิจารณาความยาวของเอกสาร หากเอกสาร
ยาวมาก อาจต้องตัดเล็กน้อยเพื่อให้พอดีกับ Context 
Window ของ LLM โดยการเลือกเอกสารที่เหมาะสม
ส�ำหรบั LLM ต้องพิจารณาความส�ำคัญ ความหลากหลาย 
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ความยาก และความยาวให้ดี เพื่อให้ LLM สามารถ
สร้างข้อความที่มีความถูกต้องและครอบคลุมได้
2.3 การออกแบบค�ำสั่งท่ีใช้ในการสื่อสารกับโมเดล 
(Prompt Engineering)
	 ในระบบ Artificial Intelligence (AI) ทีเ่น้นในสาขา 
Natural Language Processing (NLP) เป็นการพฒันา
และปรับปรุงขัน้ตอนการสร้าง Prompt เพือ่ให้เหมาะสม
ส�ำหรับการสั่งการโมเดล LLM ให้มีประสิทธิภาพ
มากขึ้น โดย Prompt Engineering เกีย่วข้องกบัการ
เพิม่ทกัษะและเทคนคิในการท�ำความเข้าใจ การจ�ำกดั
ความสามารถ และการเพิม่ประสทิธภิาพของโมเดล LLM 
การเขยีนค�ำอธบิายกบัสิง่ทีเ่ราต้องการ เพือ่สัง่การให้กบั
AI โดยรายละเอียดทั้งหมดจะถูกรวมอยู่ใน Prompt
ทัง้ค�ำสัง่ บรบิท ตวัอย่าง วธิกีาร รูปแบบของผลลพัธ์ และ
ข้อความ Input ในรปูแบบค�ำถาม 
	 ส่งให้ AI ฝั่ง LLM เป็นผู้ตอบค�ำถามโดยทั่วไป  
Prompt Engineering จะเป็นการแปลงรายละเอียด
ของงานต่าง ๆ  ให้เป็น ชดุข้อมลู Prompt เตรยีมไว้ส�ำหรบั
ใช้ในการเทรนโมเดลทางภาษาให้มีความสามารถ
เฉพาะด้านเพิม่ขึน้ตามต้องการ เรยีกว่า “Prompt-Based 
Learning” หรอื “Prompt Learning” โดยหวัข้อ Prompt 
Engineering ที่น่าสนใจ ได้แก่

	 1) Zero-shot เป็นเทคนิคหนึ่งในขั้นตอน 
Prompt Engineering ทีใ่ช้ในการสร้าง Prompt ซ่ึง LLM 

เรียนรู้และเข้าใจค�ำถามหรือค�ำสั่งท่ีไม่เคยเห็นมาก่อน
โดยไม่ต้องมีข้อมลูการเรียนรูเ้พ่ิมเติมในกระบวนการเทรน 
ในสถานการณ์ Zero-shot โมเดลจะต้องท�ำการเรยีนรู้
และเข้าใจจากค�ำถามหรอืค�ำสัง่ทีเ่ข้ามาในขณะทีม่ข้ีอมลู
อยูแ่ค่ในรูปแบบของ Prompt เท่านัน้
	  โมเดลจะพยายามอธิบายหรือตอบโดยใช้
ความเข้าใจจาก Prompt เพียงอย่างเดียว โดยไม่มข้ีอมลู
การเรยีนรู้เพิม่เตมิทีเ่ข้ามาช่วยในกระบวนการเรยีนรูห้รอื
เทรน (Train) [13] ตวัอย่างเช่น กรณขีอง Sentiment 
Analysis  สามารถใช้หลาย ๆ ย่อหน้า (Paragraphs) 
ทีม่คีวามคดิเห็นต่างกนั และ Label ในแต่ละ Classes 
จากนัน้ Train Model (เช่น RNN "Recurrent Neural 
Network" กบัข้อมลูข้อความเหล่านี)้ เพือ่รบัข้อความ 
Input ให้ผลลพัธ์การ Classify เป็น Output ซ่ึงจะพบว่า 
โมเดลดังกล่าวไม่สามารถปรับเปลี่ยนได้ หากเราเพิ่ม 
Class ใหม่ ซึ่งกรณีนี้โมเดลจะต้องถูกเทรนใหม่ 
โดยตวัอย่างการปรับค�ำสัง่ของ Zero-shot แสดงดงัรูปท่ี 1 
	 2) Few-shot หมายถึง การฝึกโมเดลหรือ
ระบบด้วยข้อมูลที่มีจ�ำนวนตัวอย่างน้อยมาก ๆ 
เพือ่ทดสอบความสามารถของโมเดลในการเรยีนรูแ้ละ
สร้างความเข้าใจใหม่ต่อข้อมลูใหม่ของการฝึกโมเดลภาษา
[14] ตวัอย่างเช่น GPT-3 หรอื FLAN การฝึกแบบ Few-shot
จะใช้ข้อมูลตัวอย่างเพียงไม่กี่ตัวอย่างเท่าน้ันในแต่ละ
กลุม่งานหรือชุดข้อมูล ซึ่งอาจเป็นเพียงหลายตัวอย่าง

รูปที่ 1 การปรับค�ำสั่งโดยใช้ FLAN Zero-shot [13]
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รปูที ่2 การท�ำงานของ Few-shot เม่ือเทยีบกบั Zero-shot [14] 

	 3) Chain-of-Thought (CoT) เป็นวิธีที่ให้
โมเดลนัน้เข้าใจในภาพรวมของวตัถุประสงค์ในค�ำถาม
มากขึน้ ก่อนทีจ่ะไปถงึผลลพัธ์ทีต้่องการ โดยทีว่ธิ ีCoT 
จะท�ำการแตกงานเป็นขั้นย่อย ๆ แต่ละขั้นจะท�ำต่อ
จากขั้นตอนก่อนหน้า ในการที่จะช่วยให้โมเดลเข้าใจ
ภาพรวมวตัถปุระสงค์ของงานและเชือ่มโยงความเข้าใจ
ระหว ่างข ้อมูลหลายข ้อมูลในล�ำดับของค�ำถาม 
จนสามารถท�ำนายหรือตอบค�ำถามต่อไปตามล�ำดับ
ของเหตกุารณ์ทีเ่กดิขึน้ได้ ด้วยการให้โมเดลมเีวลาประมวลผล
มากขึน้ และการใช้ CoT Prompt สามารถช่วยให้โมเดล
เข้าใจงานได้ดีขึน้ และสร้างค�ำตอบทีแ่ม่นย�ำ ตรงประเดน็

ถงึสองตวัอย่างต่อกลุม่งาน โดยปกติแล้วข้อมลูตัวอย่าง
ที่มีจ�ำนวนน้อยนี้อาจไม่เพียงพอส�ำหรับโมเดลที่ฝึก
ในการเรียนรู้แบบจ�ำลองทั่วไป แต่การฝึกโมเดลแบบ 
Few-shot ช่วยให้โมเดลเรียนรู้ได้โดยความสามารถ
ในการท�ำงานบางอย่าง ใช้ข้อมูลน้อยกว่าการฝึกแบบ
ปกติโดยส่วนมาก ซึ่งจะต่างจาก Zero-shot ตรงท่ี 
Zero-shot จะไม่มีข้อมูลตัวอย่างแต่ Few-shot จะมี
ข้อมูลตัวอย่างมากกว่า Zero-shot ดังตัวอย่างรูปที่ 2 

มากขึ้น ช่วยเพิ่มประสิทธิภาพโดยรวมของ LLM 
ท�ำให้เหมาะส�ำหรับการน�ำไปประยุกต์ใช ้ในงาน
ที่หลากหลาย [15] โดยหลักการท�ำงานของ CoT 
Prompt ดังแสดงในรูปที่ 3 

รูปที่ 3 การท�ำงานของ CoT Prompt เมื่อเทียบกับวิธี  
Prompt โดยทั่วไป [15]

3. วธิกีารด�ำเนนิการ
3.1 Data Collection
	 Data Collection คือ กระบวนการเก็บรวบรวม
ข้อมูลจากแหล่งต่าง ๆ เพ่ือน�ำมาใช้ในการวิเคราะห์ 
ประมวลผล หรือจดัเกบ็เพือ่ใช้ในการตัดสนิใจ การเกบ็
ข้อมลูสามารถท�ำได้หลายวธิ ีเช่น การสมัภาษณ์ผูเ้กีย่วข้อง 
การส�ำรวจแบบสอบถาม การเกบ็ข้อมลูจากฐานข้อมลู
ออนไลน์ หรือการเก็บข้อมลูจากการวเิคราะห์ข้อมลูทีม่ี
อยู่แล้ว การเกบ็ข้อมลูท่ีถูกต้องและเพียงพอเป็นสิง่ส�ำคัญ
ในการใช้ข้อมลูให้เกดิประโยชน์สงูสดุในการท�ำงานต่อไป 
ส�ำหรบังานวจิยันีไ้ด้ท�ำการเก็บรวบรวมข้อมลูบทความ
ในวารสารเทคโนโลยป้ีองกันประเทศ หรอื DTech (Thailand 

Defence Technology Journal) จ�ำนวน 5 เล่ม แต่ละเล่ม
จะคัดทั้งบทความที่เกี่ยวข้องกับเทคโนโลยีป้องกัน
ประเทศ รวมแล้วได้ 22 บทความ ซึง่ข้อมูลบทความอยู่
ในรปูแบบไฟล์ pdf เพือ่น�ำมาแปลงเป็นข้อมลูทีอ่ยูใ่นรปูแบบ
ของ Plain Text ก่อนที่จะน�ำไปใช้ในขั้นตอนต่อไป 
	 โดย Plain Text คอื ความหมายทางวทิยาการ
คอมพิวเตอร์ เป็นข้อความที่มีลักษณะของตัวอักษร
ธรรมดา ตวัอกัษรแบบปกตทิัว่ไปทีไ่ม่มกีารจดัรปูแบบใด ๆ  
เช่น ตัวเอียง ตัวหนา การขีดเส้นใต้ หรือการจัดหน้า
แบบพิเศษ เป็นต้น
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3.2 Data Preprocessing
	 ก่อนที่จะน�ำข้อมูล Plain Text ที่ได้ไปใช้งาน
จะต้องด�ำเนินการในขั้นตอนการเตรียมข้อมูล (Data 
Preprocessing) เสยีก่อน ซ่ึงการเตรยีมข้อมลูหมายถึง
การท�ำความเข้าใจและตรวจสอบคุณภาพของข้อมูล 
ท�ำข้อมูลให้อยู่ในรูปแบบที่ถูกต้อง หรือปรับเปลี่ยน
ให้อยูใ่นรปูแบบทีเ่หมาะสม เพือ่ให้ข้อมลูอยูใ่นลกัษณะ
หรือรูปแบบที่สามารถน�ำไปใช้งานต่อในขั้นตอนอื่น
อย่างมปีระสิทธิภาพ หากเตรยีมข้อมลูไม่ดพีอจะส่งผล
ให้ผลการวิเคราะห์หรือการตีความจากการน�ำข้อมูล
ไปใช้ผิดไปจากท่ีควรจะเป็น ซึง่ในการวิจยันีไ้ด้ด�ำเนนิการ
เตรียมข้อมูลตามขั้นตอนดังนี้
	 1.	 ตรวจสอบความถูกต้องของข้อมูล และการ

สะกดค�ำ

	 2.	 ตรวจสอบและท�ำความสะอาดข้อความ 

โดยการลบเครื่องหมาย หรือสัญลักษณ์ต่าง ๆ เช่น 

เครือ่งหมายค�ำสัง่ท่ีใช้ในการเขยีนภาษาโปรแกรมมงิต่าง ๆ 

หรือการแสดงผล HTML เป็นต้น

	 3.	 จะต้องไม่มกีารแบ่งบรรทดัระหว่างข้อความ

ที่อยู่ในย่อหน้า (Paragraph) เดียวกัน

	 4.	 ระหว่างย่อหน้าให้คัน่ด้วยการขึน้บรรทดัใหม่

โดยตัวอย่างการเตรียมข ้อมูลดังแสดงในรูปที่  4 

เมือ่เตรยีมข้อมลูของบทความทัง้หมดทีค่ดัเลือกเรยีบร้อยแล้ว 

ข้อมูลส่วนนี้จะกลายเป็นคลังข้อมูลเอกสารส�ำหรับ

การสร้างค�ำตอบด้วยเทคนิค RAG ต่อไป 

การสร้าง Prompts 

	 Prompts เป็นข้อความที่ถูกส่งให้กับโมเดล 

โดยคาดหวงัให้โมเดลตอบกลบัหรอืท�ำอะไรบางอย่างตามทีเ่รา

ต้องการ ซึง่ Prompt อาจจะประกอบไปด้วยค�ำส่ัง ค�ำถาม 

หรือแม้แต่การบอกเล่าด้วยข้อมูล เป็น Prompts 

จากวารสารเกี่ยวกับเทคโนโลยีป้องกันประเทศที่จัดท�ำ

โดยสถาบนัเทคโนโลยป้ีองกันประเทศ (สทป.) แบ่งลักษณะ

ของ Prompts ออกเป็น 5 ลักษณะ ดังนี้

	 1.	 ค�ำถามมคี�ำตอบระบใุนเอกสาร (Extraction Test) 

ตัวอย่างค�ำถาม เช่น “หุ่นยนต์ตัวแรกของประเทศไทย

รปูท่ี 4 ต�ำแหน่งทีอ่ยูข่องโฟลเดอร์ (Folder Path) ทีจ่ดัเกบ็ไฟล์ 
Plain Text ในการท�ำ Data Preprocessing

สร้างขึ้นในปี  พ.ศ. อะไร และมีชื่อว่าอะไร โดยบรรยาย

คุณลักษณะของหุ่นยนต์ตัวดังกล่าวด้วย” “ยกตัวอย่าง

ภารกจิทางการทหารของระบบยานไร้คนขบั”

	 2.	 ค�ำถามมีค�ำตอบระบุในเอกสารแต่ต้องใช้

ข้อมูลหลาย ๆ ส่วนในเอกสารมาช่วยตอบ (Logic Test) 

ตัวอย่างค�ำถาม เช่น “หุ่นยนต์แสนดีสามารถบรรทุก

สิง่ของทีห่นกั 81 กโิลกรมั ได้หรอืไม่ และสามารถท�ำงาน

ต่อเนือ่งนาน 11 ชัว่โมง ได้หรอืไม่” “ฉากฝึกแบบรูร้ะยะ

สามารถสร้างฉากให้เป็นสภาพแวดล้อมของป่าที่มีศัตรู 

(ฉากสนามฝึกสนามรบเสมือนจริง) ได้หรือไม่”
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	 3.	ค�ำถามทีไ่ม่มคี� ำตอบระบุ อยูใ่นเอกสาร 

(Hallucination Test) ตัวอย่างค�ำถามเช่น “ระบบ

ในการจ่ายไฟผ่านรางส�ำหรบัหุน่ยนต์น้องแมงมมุ หรือ Sevy 

Bot มีหลักการอย่างไร” “5 อันดับประเทศท่ีมีจ�ำนวน

และขีดความสามารถของดาวเทียมมากที่สุดในโลก”

	 4.	 ค�ำถามท่ีต้องการค�ำตอบแบบเดิมแต่เปลี่ยน

รูปประโยคค�ำถาม (Robustness Test) ตัวอย่างค�ำถาม

เช่น “หุ่นยนต์ตวัแรกของประเทศไทยถกูสร้างขึน้ในปีใด 

และมีชื่อเรียกว่าอะไร พร้อมทั้งอธิบายลักษณะเด่น

ของหุน่ยนต์ตวันัน้ด้วย” “สทป. ได้พัฒนาและสร้างต้นแบบ

หุ่นยนต์ที่ใช้ส�ำหรับงานกู ้ภัยและกู ้วัตถุระเบิดขึ้นมา

ทั้งหมดกี่รุ่น รุ่นใดบ้างที่ได้รับการพัฒนา”

	 5.	 ค�ำถามทีม่คี�ำตอบระบใุนเอกสารแต่ต้องการ

ค�ำตอบตามค�ำแนะน�ำที่ก�ำหนด เช่น ให้ตอบเป็นภาษา

อังกฤษ ให้หาค่าเฉลี่ยของค�ำตอบ (Instruction Test) 

ตัวอย่างค�ำถาม เช่น “แนะน�ำสิ่งประดิษฐ์ที่สามารถ

น�ำไปใช้ในการส�ำรวจแนวท่อเดนิน�ำ้มนัและก๊าซธรรมชาติ

ที่วางทอดเป็นแนวยาวใต้ท้องทะเลได้” “กรุณาเลือก

คุณลักษณะเด่นของหุ ่นยนต์ตรวจการณ์ขนาดเล็ก 

รุ่น NOONAR Version 4 มา 3 ข้อ”

3.3  Data Testing

	 ในวิธีการทดสอบผลของโมเดลนัน้จะมกีารวดัผล

ดังนี้

	 1.	 หากมีการตอบค�ำถามถูกทั้งหมดจะได ้

คะแนน 1 คะแนน ต่อ 1 ค�ำถาม

	 2.	 หากมีการตอบค�ำถามผิดบางส่วนหรือตอบ

ค�ำถามไม่ครบถ้วนจะได้คะแนน 0.5 คะแนน ต่อ 1 ค�ำถาม

	 3.	 หากมีการตอบค�ำถามผิดทั้งหมดจะได ้

คะแนน 0 คะแนน ต่อ 1 ค�ำถาม

	 *หมายเหตุ ค�ำถามประเภทไม่มีค�ำตอบระบุอยู่

ในเอกสาร (Hallucination Test) หากมีการตอบในเชิง

ความหมายว่า ไม่พบค�ำตอบในเอกสาร จะได้ 1 คะแนน 

หากตอบนอกเหนือจากนี้ จะได้ 0 คะแนน ส่วนคะแนน 

0.5 จะไม่เกิดในค�ำถามประเภทนี้

	 สมการ Accuracy เขียนได้ดังนี้ 

%Accuracy=100 × —TS
AQ (1)

	 เมื่อ
Total score of answers (TS) = ผลคะแนนรวมของค�ำตอบ    
All questions (AQ) = ค�ำถามทัง้หมด

	 จากน้ันการค�ำนวน %Accuracy จะค�ำนวณ
ดังสมการที่ (1) คือน�ำคะแนนในแต่ละข้อมารวมกัน
เทยีบกบัค�ำถามทัง้หมด โดยโมเดลทีใ่ช้เป็นโมเดลท่ีใช้ก�ำหนด 
Chunking เป็น Default และ Semantic 

3.4 Model Testing
	 การทดสอบจะใช้ LlamaIndex ซึ่งเป็น Data 
Framework ส�ำหรับสร้าง LLM แอปพลิเคชัน Llama 
Index มเีครือ่งมอืส�ำหรบัการน�ำเข้าข้อมลู การท�ำดชันี 
และการสืบค้นส�ำหรับ LLM รวมถึง RAG โดยท�ำการ
ติดตั้ง LlamaIndex เป็นไลบรารีใน Python และ

ในการทดสอบจะมีการก�ำหนดพารามิเตอร์ ดังนี้

	 1. Chunking

	 เป็นกระบวนการแบ่งข้อมลูของข้อความขนาดใหญ่

หรือเอกสารออกเป็นส่วนย่อย ๆ ที่เรียกว่า "Chunks" 

เพื่อให้สามารถจัดการและประมวลผลได้ง ่ายขึ้น

ในขัน้ตอนการค้นคนืข้อมลู (Retrieval) ระบบจะค้นหา 

Chunk ที่เกี่ยวข้องจากฐานข้อมูลเพื่อใช้เป็นบริบท

ในการสร้างข้อความและในขั้นตอนการสร้างข้อความ 

(Generation) ระบบจะใช้ข้อมูลจาก Chunk ท่ีค้น

คืนมาเพื่อช่วยในการสร้างข้อความท่ีสมบูรณ์และ

สอดคล้องกับข้อมูลที่มีอยู่ ขนาดของ Chunk ก�ำหนด

โดยจ�ำนวนค�ำหรือโทเคนทีอ่ยู ่ ในแต่ละส่วนย่อย

ของข้อมลู เช่น การแบ่งบทความเป็นหลาย ๆ  ส่วนย่อย

ที่มีขนาด 100 ค�ำต่อส่วน

	 ในการทดสอบนีจ้ะสามารถก�ำหนด Chunking 
ได้ 2 แบบ คือ 1) Default หรอื Fixed Size แบ่ง Chunk 
ให้มขีนาดตวัอกัษรทีแ่น่นอน 2) Semantic แบ่ง Chunk 
โดยพิจารณาจากความหมายหรือบริบทของข้อความ 
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เพื่อให้แต่ละ Chunk มีเนื้อหาที่มีความหมายสัมพันธ์
กันหรือมีบริบทที่ชัดเจน
	 2. Embedding Model
	 เป็นโมเดลทีใ่ช้ในการแปลงข้อความหรอืข้อมลู
เป็นเวกเตอร์เชิงความหมาย (Semantic Vectors) 
เพ่ือให้สามารถประมวลผลและใช้งานได้ง ่ายขึ้น
ในการค้นคืนข้อมลู (Retrieval) และการสร้างข้อความ 
(Generation)
	 ในการทดสอบนี้จะสามารถก�ำหนด Embed 
Model ได้ 2 แบบ คอื 
	 1) bge - m3 [16] เป็น Embedding Model 
ที่พัฒนาโดย BAAI ซึ่งมีความโดดเด่นใน 3 ด้านหลัก 
(M3) คือ Multi-Linguality (รองรับหลายภาษา) 
Multi-Functionality (ท�ำงานได้หลากหลาย) 
Multi-Granularity (รองรบัขนาดข้อมลู) 
	 2) Text-embedding-3-large [17] เป็น 
Embedding Model พัฒนาโดย OpenAI มีจุดเด่น 
คือ มีประสิทธิภาพสูง มีขนาดเวกเตอร์ใหญ่
	 3. Generator Model
	 เป ็นโมเดลภาษาท�ำหน้าที่สร ้างข ้อความ
เพือ่เป็นค�ำตอบของค�ำถามโดยอาศัยข้อมลูทีด่งึมาจาก
ฐานข้อมูลหรอื Knowledge Base ในการทดสอบนีค้อื
ข้อมลูจากวารสารเทคโนโลยป้ีองกนัประเทศ ประกอบกับ 
Prompt ที่สร้างจากค�ำถามและข้อมูลที่ดึงมา
	 ในการทดสอบนีจ้ะสามารถก�ำหนด Generator 
ได้ 2 แบบ คือ 1) claude-3-sonnet-20240229 [18] 
เป็นโมเดลภาษาขนาดกลางจากตระกูล Claude-3 
พัฒนาโดยบริษัท Anthropic มีจุดเด่น คือ รองรับ
ข้อมูลภาษาไทย มีขนาดกะทัดรัด ใช้งานบนอุปกรณ์
ที่มีประสิทธิภาพจ�ำกัดได้ 2) gpt-4-turbo-preview 
เป็นโมเดลภาษาขนาดใหญ่ พฒันาโดย OpenAI มจีดุเด่น
คือ รองรับข้อมูลภาษาไทย มีประสิทธิภาพสูง 
	 ในการทดสอบจะแบ่งเป็น 4 โมเดล โดยแต่ละ
โมเดลจะก�ำหนดพารามเิตอร์ท่ีใช้ในการทดสอบดังต่อไปนี้
    	 แบบที ่1: Chunking เป็น Default, Embedding 
Model เป็น bge - m3 และ Generator Model 
เป็น claude-3-sonnet-20240229

	 แบบที ่2: Chunking เป็น Semantic, Embedding 
Model เป็น bge - m3 และ Generator Model 
เป็น claude-3-sonnet-20240229
	 แบบที ่3: Chunking เป็น Default, Embedding 
Model เป็น Text - embedding-3-large และ Generator 
Model เป็น gpt-4-turbo-preview 
	 แบบที ่4: Chunking เป็น Semantic, Embedding 
Model เป็น bge - m3 และ Generator Model 
เป็น gpt-4-turbo-preview

4. ผลการทดลอง
	 ผลลัพธ์ที่ได้จากการทดลองทั้ง 4 โมเดล 
ดังแสดงในตารางที่ 2 มีดังน้ี
	 การตอบค�ำถามประเภทที่มีค�ำตอบระบุ
ในเอกสาร (Extraction Test) แสดงให้เหน็ว่าโมเดลที ่1,
2 และ 4 สามารถตอบค�ำถามได้ถูกต้องทั้งหมด 
ส่วนโมเดลที่ 3 สามารถตอบค�ำถามได้ถูกต้อง 92%
	 ค�ำถามมคี�ำตอบระบใุนเอกสารแต่ต้องใช้ข้อมลู
หลาย ๆ  ส่วนในเอกสารมาช่วยตอบ (Logic Test)
แสดงให้เหน็ว่าโมเดลที ่1,  2 และ 4 สามารถตอบค�ำถาม
ได้ถูกต้องเท่ากันที่ 90% ส่วนโมเดลที่ 3 สามารถ
ตอบค�ำถามได้ถูกต้อง 80%
	 ค�ำถามที่ ไม่มีค� ำตอบระบุอยู ่ ในเอกสาร 
(Hallucination Test) แสดงให้เห็นว่าโมเดลที่ 2 มี
ประสิทธิภาพในการตอบค�ำถามดีที่สุด ซึ่งสามารถ
ตอบค�ำถามได้ถกูต้องทัง้หมด ส่วนโมเดลที ่ 1 และ 4 
สามารถตอบค�ำถามได ้ถูกต ้องเท ่ากันที่  80% 
ส่วนโมเดลที่ 3 สามารถตอบค�ำถามได้ถูกต้อง 60%
	 ค�ำถามที่ต้องการค�ำตอบแบบเดิมแต่เปลี่ยน
รปูประโยคค�ำถาม (Robustness Test) แสดงให้เหน็ว่า
โมเดลที่ 1 มีประสิทธิภาพในการตอบค�ำถามดีที่สุด 
ซึ่งสามารถตอบค�ำถามได้ถูกต้องทั้งหมด ส่วนโมเดล
ที่ 4, 2 และ 3 สามารถตอบค�ำถามได้ถูกต้อง 91%, 
86% และ 82% ตามล�ำดับ
	 ค�ำถามที่มีค�ำตอบระบุในเอกสารแต่ต้องการ
ค�ำตอบตามค�ำแนะน�ำที่ก�ำหนด (Instruction Test) 
โมเดลที่ 1 มีประสิทธิภาพในการตอบค�ำถามดีที่สุด 
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ซ่ึงสามารถตอบค�ำถามได้ถูกต้อง 85% โมเดลที่ 2 
สามารถตอบค�ำถามได้ถูกต้อง 80% ส่วนโมเดลที่ 3 
และ 4 สามารถตอบค�ำถามได้ถูกต้องเท่ากันที่ 70%

ตวัอย่างค�ำตอบทีไ่ด้ 1 คะแนน กบัค�ำตอบทีไ่ด้ 0 คะแนน
	 ค�ำถาม: หุ ่นยนต์ตัวใดบ้างท่ีได้รับรางวัล
รองชนะเลิศอันดับ 2 ในการแข่งขันหุ่นยนต์นวัตกรรม
ทางการแพทย์ TCELS IMEDBOT 2021 Innovation 
Contest หรือการแข่งขัน “The Next Normal of 
Healthcare Robotics” ในปี 2564
	 ค�ำตอบที่คาดหวัง: หุ ่นยนต์ขนส่งอาหาร
และยาส�ำหรับปฏิบัติงานในโรงพยาบาล CARVER 
พฒันาโดยสถาบนัวทิยาการหุ่นยนต์ภาคสนาม (FIBO) 
มหาวิทยาลัยเทคโนโลยีพระจอมเกล้าธนบุรี
	 ค�ำตอบทีถ่กู (ได้ 1 คะแนน): จากข้อมูลที่ให้มา 
ระบุว่าหุ่นยนต์ขนส่งอาหารและยาส�ำหรับปฏิบัติงาน
ในโรงพยาบาล CARVER ทีพ่ฒันาโดยสถาบนัวิทยาการ
หุ่นยนต์ภาคสนาม (FIBO) มหาวิทยาลัยเทคโนโลยี
พระจอมเกล้าธนบุรี ได้รับรางวัลรองชนะเลิศอันดับ 2 
ในการแข่งขัน TCELS IMEDBOT 2021 Innovation 
Contest 2021 - The Next Normal of Healthcare
Robotics ซึ่งเป็นการแข่งขันหุ ่นยนต์เพื่อสร้าง
นวัตกรรมทางการแพทย์ในปี พ.ศ. 2564
	 ค�ำตอบทีผ่ดิ (ได้ 0 คะแนน): หุน่ยนต์ทีไ่ด้รางวลั
รองชนะเลิศอันดับ 2 ในการแข่งขันหุ่นยนต์นวัตกรรม
ทางการแพทย์ TCELS IMEDBOT 2021 Innovation 
Contest หรือการแข่งขัน “The Next Normal of 
Healthcare Robotics” ในปี 2564 คอื หุน่ยนต์เดนิ 2 ขา
คล้ายมนษุย์ พฒันาโดยสถาบนัวิทยาการหุน่ยนต์ภาคสนาม 
(FIBO) มหาวิทยาลัยเทคโนโลยีพระจอมเกล้าธนบุรี

ตัวอย่างค�ำตอบที่ได้ 0.5 คะแนน
	 ค�ำถาม: กรณุาเลอืกคณุลกัษณะเด่นของหุน่ยนต์
ตรวจการณ์ขนาดเล็ก รุ่น NOONAR version 4 มา 3 ข้อ
	 ค�ำตอบท่ีคาดหวัง: มีค�ำตอบ 3 ข้อ จาก 11 ข้อ 
ต่อไปนี้

1. ประเภท (ไม่รวม Payload) 7.6 กิโลกรัม
2. โหมดการท�ำงาน Remote Controlled

3. ความเร็วสูงสุด 1.3 เมตร/วินาที
4. ระยะปฏิบัติการ (Operation Range) (LOS) 

300 เมตร
5. ระยะเวลาปฏิบัติการ (Operation Time) 

2 ชั่วโมง 30 นาที
6. กล้อง 3 กล้อง
7. ระบบสื่อสาร สามารถเพิ่มระยะได้โดยใช้

ชุดขยายสัญญา (Repeater) 4.9 - 6.2 GHz (สามารถ
เลือกใช้งานได้ในย่านความถี่ที่ก�ำหนด)

8. การป้องน�้ำและฝุ่น IP54
9. อุปกรณ์บรรทุก Track Wheel, PTZ 

(Option: Disruptor, Track Extension )
10. ความสามารถในการรบัน�ำ้หนกั 10 กโิลกรมั
11. การซ่อมบ�ำรงุ ด�ำเนินการได้เองภายในประเทศ

	 ค�ำตอบที่ได้ 0.5 คะแนน: จากข้อมูลที่ให้มา 
สามารถสรุปคุณลักษณะเด่นของหุ่นยนต์ตรวจการณ์
ขนาดเล็ก รุ่น NOONAR Version 4 ได้ดังนี้

1. มีขนาดเล็ก สะดวกต่อการพกพา มีความ
คล่องตวัและทนทานสงู เนือ่งจากผลติด้วยวสัดคุอมโพสติ
ทีร่องรบัแรงกระแทกจากการตกได้ดี

2. สามารถควบคุมและสัง่การแบบไร้สายระยะไกล 
300 เมตร และใช้งานได้อย่างต่อเนือ่ง 2 ช่ัวโมง 30 นาที

3. ผ่านการรับรองมาตรฐานจากกระทรวง
กลาโหมว่าด้วยระบบยานภาคพืน้ไร้คนขบัส�ำหรับภารกจิ
ตรวจการณ์ และ/หรอื การเกบ็กู้/ท�ำลายวัตถรุะเบิด
	 เหตุผลการให้คะแนน: เพราะมีค�ำตอบที่ถูก
เพียง 1 ข้อ จากค�ำตอบที่คาดหวัง 11 ข้อ คือ ค�ำตอบ
ข้อ 2 ส่วนค�ำตอบข้อ 1 และ 3 ไม่ได้อยู่ในคุณลักษณะ
เด่นของหุ่นยนต์ตรวจการณ์ขนาดเล็ก รุ่น NOONAR 
Version 4 ที่ระบุในเอกสาร ค�ำตอบนี้จึงได้คะแนน 
0.5 คะแนน
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ตัวอย่างค�ำตอบที่ได้ 1 คะแนนจากค�ำถามประเภท
ไม่มคี�ำตอบระบอุยูใ่นเอกสาร (Hallucination Test)
	 ค�ำถาม: ชื่อหุ่นยนต์ท่ีได้รับรางวัลชนะเลิศ
ในการแข่งขัน TCELS IMEDBOT 2021 Innovation 
Contest 2021 - The Next Normal of Healthcare 

Robotics การแข่งขันหุ ่นยนต์เพื่อสร้างนวัตกรรม
ทางการแพทย์ เมื่อปี พ.ศ. 2564 คือ
	 ค�ำตอบที่คาดหวัง: ไม่มีค�ำตอบในเอกสาร
ค�ำตอบที่ถูก (ได้ 1 คะแนน): ขออภัยครับ จากข้อมูล
ที่ให้มานั้นไม่มีรายละเอียดเกี่ยวกับหุ่นยนต์ที่ได้รับ
รางวัลชนะเลิศในการแข่งขัน TCELS IMEDBOT 2021 

Innovation Contest 2021

5. สรุปและอภิปรายผล
	 สรุปผลการทดลองระบบจักรกลสนทนา
กบัข้อมลูบทความในวารสารป้องกนัประเทศ โมเดลแบบ
ที ่1 มปีระสทิธภิาพดทีีส่ดุในการตอบค�ำถามได้อย่างถกูต้อง
ถึง 93%  ถ้าพิจารณาถึงความแม่นย�ำในการตอบ
ค�ำถามแต่ละประเภท พบว่า ค�ำถามที่มีค�ำตอบระบุ
ในเอกสาร โมเดลทีใ่ช้ทดสอบทัง้ 4 แบบ มคีวามแม่นย�ำ
ในการตอบดีมากที่ 92-100% ส่วนค�ำถามที่ต้องการ
ค�ำแนะน�ำในการตอบมคีวามแม่นย�ำในการตอบน้อยสดุ
ในทัง้ 5 ประเภทค�ำถาม โดยมคีวามแม่นย�ำที ่70-85% 
อาจเป็นเพราะค�ำแนะน�ำทีใ่ส่ไปในค�ำถามท�ำให้ค�ำถาม
ยาวและซับซ้อนเพิ่มมากขึ้นกว่าค�ำถามประเภทอื่น
	 ส่วนการก�ำหนดค่าพารามิเตอร์ท่ีต ่างกัน
สามารถสรุปได้ดังนี้
	 1. Chunking
	 จากผลการทดลอง โมเดลแบบที่ 1 ที่ก�ำหนด 
Chunking เป็น Fixed Size เทียบกับโมเดลแบบที่ 2 
ทีก่�ำหนด Chunking เป็น Semantic ส่วนพารามเิตอร์
ค่าอื่นของโมเดลทั้ง 2 เหมือนกัน พบว่า การก�ำหนด 
Chunking เป็น Fixed Size ให้ค�ำตอบทีม่คีวามแม่นย�ำ
มากกว่าทีก่�ำหนด Chunking เป็น Semantic อาจเป็น
เพราะสาเหตุดังนี้
	 ภาษาไทยมีความซับซ ้อนทางไวยากรณ์ 

ประโยคเดียวอาจตีความได้หลายแบบ ขึ้นอยู ่กับ
โครงสร้างประโยคและบริบท Semantic Chunking 
อาจมปัีญหาในการระบกุลุม่ค�ำทีถ่กูต้องตามไวยากรณ์ 
โดยเฉพาะอย่างยิ่งในประโยคที่ซับซ้อนหรือคลุมเครือ 
	 Semantic Chunking จ�ำเป็นต้องได้รบัการฝึกฝน
เกี่ยวกับข้อมูลตัวอย่างจ�ำนวนมากที่มีกลุ่มค�ำที่ถกูต้อง
ตามไวยากรณ์และความหมาย ถ้าข้อมูลที่ให้เรียนรู้
ไม่มากพอ อาจจะไม่สามารถแบ่งกลุ่มค�ำได้ถูกต้อง
	 สรุปได้ว ่าขนาดของ Chunking มีผลต่อ
ประสิทธิภาพของการค้นคืนข้อมูลเพราะ Chunking 

ที่ เล็กเกินไป อาจไม่สามารถให้บริบทที่ เพียงพอ 
แต่ Chunking ทีใ่หญ่เกนิไปอาจท�ำให้ระบบประมวลผล
ช้าลงและใช้ทรพัยากรมากขึน้ จงึควรเลอืกให้เหมาะสม
กับประเภทของข้อมูลและภารกิจที่ต้องการ Chunk 
Size ที่เล็กลงหมายความว่าการ Embeddings จะมี
ความแม่นย�ำมากขึ้น ในขณะที่ขนาด Chunk Size 
ทีใ่หญ่ขึน้หมายความว่าการ Embeddings อาจจะกว้างกว่า
แต่อาจพลาดรายละเอียดเล็กน้อยได้
	 2. Embedding Model
	 จากผลการทดลอง โมเดลแบบที่ 3 ที่ก�ำหนด 
Embedding เป็น Text-embedding-3-large 
เทียบกับโมเดลแบบที ่4 ที่ก�ำหนด Embedding 
เป ็น bge-m3 พบว่า การก�ำหนด Embedding 
เป็น bge-m3 ให้ค�ำตอบทีม่คีวามแม่นย�ำมากกว่าทีก่�ำหนด
Embedding เป็น Text-embedding-3-large เพราะ 
bge-m3 รองรับภาษาได้หลากหลายภาษามากกว่า 
และมีประสิทธิภาพดีกว ่าในงานค�ำถามค�ำตอบ 
ส่วน Text-embedding-3-large มปีระสทิธภิาพดสี�ำหรบั
งานบางประเภท เช่น การแปลภาษาอัตโนมัติ
	 สรุปได้ว่าการเลือก Embedding Model
ให้เหมาะสมกบัภาษาและงานทีใ่ช้จะมผีลให้ประสทิธภิาพ
ของผลลัพธ์ดีขึ้น
	 3. Generator Model
	 จากผลการทดลอง โมเดลแบบที่ 1 และ 2 
ทีก่�ำหนด Generator เป็น Claude-3-sonnet-20240229 
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เทียบกับโมเดลแบบที่ 3 และ 4 ที่ก�ำหนด Generator 

เป็น gpt-4-turbo-preview พบว่า การก�ำหนด Generator 

เป ็น Claude-3-sonnet-20240229 ให ้ค�ำตอบ
ที่ มีความแม ่นย�ำมากกว ่าที่ก�ำหนด Generator 

เป็น gpt-4-turbo-preview เพราะ claude-3-sonnet 

มีประสิทธิภาพดีส�ำหรับการตอบค�ำถาม แต่ gpt-4-

turbo-preview มีประสิทธิภาพดีส�ำหรับงาน

บางประเภท เช่น การสร้างข้อความ

	 สรุปได้ว่าการเลือก Generator Model 

ให ้ เหมาะสมกับภาษาและงานที่ ใช ้จะมีผลให ้

ประสทิธภิาพของผลลัพธ์ดีขึ้น

	 โดยจักรกลสนทนา (Chatbot) มีส่วนช่วย

น�ำเทคโนโลยีป้องกันประเทศมาใช้ให้เกิดประโยชน์

ได้หลายวธิใีนการพัฒนาต่อยอดในอนาคต ตวัอย่างเช่น

	 1. การสนับสนุนด้านการฝึกอบรม จักรกล

สนทนาสามารถช่วยให้ทหารเข้าถึงข้อมูลการฝึก

อบรมหรือคูม่อืการใช้งานอปุกรณ์ต่าง ๆ  ได้อย่างรวดเรว็

และง่ายดาย

	 2. การให้ค�ำแนะน�ำและค�ำตอบ จักรกล

สนทนาสามารถตอบค�ำถามเก่ียวกับข้ันตอนการ

ปฏิบัติในสถานการณ์ฉุกเฉินหรือการใช้งานอุปกรณ์

ทางทหาร

	 3. การให้บริการลูกค้า ส�ำหรับหน่วยงาน

ที่เกี่ยวข้องกับการขายหรือการจัดซื้ออาวุธ จักรกล

สนทนาสามารถตอบค�ำถามและให้ข้อมูลแก่ลูกค้า

อย่างมีประสิทธิภาพ

	 การน�ำเทคโนโลยี LLM และ RAG มาใช้ใน

ด้านความมั่นคงสามารถช่วยเพิ่มประสิทธิภาพ

ในด้านต่าง ๆ ดังนี้

	 1. การวิเคราะห์และประมวลผลข้อมูล

ข่าวกรอง: LLM สามารถใช้ในการวิเคราะห์ข้อมูล

ข่าวกรองจากแหล่งข้อมูลต่าง ๆ เช่น รายงานข่าว 

บทความ หรือข้อมูลโซเชียลมีเดีย เพื่อสกัดข้อมูล

ที่ส�ำคัญและเกี่ยวข้อง ด้วยความสามารถของ RAG 

ในการดึงข้อมูลที่เกี่ยวข้องจากฐานข้อมูลขนาดใหญ่

และสรุปข้อมูล LLM สามารถสร้างรายงานที่ส้ัน 

กระชับ และมีความหมาย

	 2. การตรวจจับและป้องกันภัยคุกคามทาง

ไซเบอร์: LLM สามารถใช้ในการวเิคราะห์ Log Files 

และข้อมลูการใช้งานระบบเพือ่ตรวจจบักจิกรรมทีผ่ดิ

ปกติหรือมีความเส่ียง วิเคราะห์ตัวอย่างมัลแวร์และ

สร้างรายงานเกีย่วกบัพฤตกิรรมและลักษณะของมลัแวร์

	 3. การสนับสนุนการตัดสินใจในสถานการณ์

ฉุกเฉิน: LLM และ RAG สามารถใช้ในการรวบรวม

และวิเคราะห์ข้อมูลจากแหล่งต่าง ๆ ในเวลาจริง 

เพื่อให้ข้อมูลที่เป็นประโยชน์แก่ผู้ตัดสินใจ สามารถ

ใช ้ LLM ในการสร ้างแบบจ�ำลองและจ�ำลอง

สถานการณ์เพื่อประเมินผลกระทบและความ

เสี่ยงจากการตัดสินใจต่าง ๆ

	 4. การฝึกอบรมและพัฒนาทักษะ: LLM 

สามารถสร้างเน้ือหาการฝึกอบรมที่มีคุณภาพสูง

และครอบคลุมหลายด้าน เช่น การฝึกอบรมด้าน

ความมั่นคงทางไซเบอร์ การป้องกันและตอบโต้

ภัยคุกคาม RAG สามารถดึงข้อมูลที่เกี่ยวข้อง และ 

LLM สามารถตอบค�ำถามและให้ค�ำปรึกษาแก่

เจ้าหน้าที่ในสถานการณ์ต่าง ๆ ได้

	 5. การส่ือสารและการจัดการข้อมูลภายใน

องค์กร: LLM สามารถใช้ในการจัดการและจัด

ระเบียบเอกสารส�ำคัญ รวมถึงการค้นหาและดึง

ข้อมูลที่ต้องการได้อย่างรวดเร็วช่วยสร้างข้อความ

และรายงานที่ชัดเจนและถูกต้อง เพื่อใช้ในการ

สื่อสารภายในองค์กร

	 การน�ำเทคโนโลยี LLM และ RAG มา

ใช้ในด้านความมั่นคงมีศักยภาพสูงในการเพิ่ม

ประสิทธิภาพ ลดข้อผิดพลาด และเสริมสร้างความ

มั่นคงให้กับองค์กร การประยุกต์ใช้เทคโนโลยีนี้
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ควรค�ำนึงถึงความเป็นส่วนตัวและความปลอดภัย

ของข้อมูล เพื่อให้การใช้งานเป็นไปอย่างปลอดภัย

และมีประสิทธิภาพสูงสุด LLM และ RAG สามารถ

ประมวลผลและวิเคราะห์ข้อมูลจากแหล่งข้อมูล

หลายแหล่งในเวลาอันส้ัน ซึ่งช่วยให้เจ้าหน้าที่

สามารถตอบสนองต่อภัยคุกคามได้รวดเร็วและ

มปีระสทิธภิาพมากขึน้ RAG ช่วยให้สามารถดงึข้อมลู

ที่เกี่ยวข้องและทันสมัยจากฐานข้อมูลขนาดใหญ่ 

ซึง่ช่วยเสริมสร้างการตดัสินใจทีม่ปีระสทิธภิาพมากขึน้

ตารางที่ 1 จ�ำนวนข้อที่ตอบถูกทั้งหมด ตอบผิดทั้งหมด และตอบผิดบางส่วนของระบบจักรกลสนทนา โดยใช้
โมเดลในการทดลอง 4 โมเดล

รายการผลลัพธ์
ประเภทของโมเดล

Model 1 Model 2 Model 3 Model 4

จ�ำนวนข้อท่ีตอบถูกทั้งหมด 45 44 39 43

จ�ำนวนข้อท่ีตอบผิดทั้งหมด 3 4 10 6

จ�ำนวนข้อท่ีตอบผิดบางส่วน 1 1 0 0

ตารางที่ 2 % Accuracy ของการตอบค�ำถามของระบบจักรกลสนทนา โดยใช้โมเดลในการทดลอง 4 โมเดล 
แบ่งตามชดุค�ำถามแต่ละประเภท

ประเภทของค�ำถาม
ประเภทของโมเดล

Model 1 Model 2 Model 3 Model 4

Extraction Test 13 ข้อ 100 % 100 % 92 % 100 %

Logic Test 10 ข้อ 90 % 90 % 80 % 90 %

Hallucination Test 5 ข้อ 80 % 100 % 60 % 80 %

Robustness Test 11 ข้อ 100 % 86 % 82 % 91 %

Instruction Test 10 ข้อ 85 % 80 % 70 % 70 %

รวมทั้งหมด 49 ข้อ 93 % 91 % 80 % 88 %

	 การน�ำ LLM และ RAG มาใช้ต้องค�ำนึงถึง

ความเป็นส่วนตัวของข้อมูลส่วนบุคคล เพื่อป้องกัน

การเข้าถึงข้อมูลโดยไม่ได้รับอนุญาต ต้องมีการใช้

เทคโนโลยแีละวิธกีารทีช่่วยปกป้องข้อมลูส่วนบคุคล 

เช่น การเข้ารหสัข้อมลูและการควบคุมการเข้าถงึข้อมลู 

ต้องมกีารรกัษาความปลอดภัยของข้อมลูอย่างเข้มงวด 

เพือ่ป้องกนัการโจมตทีางไซเบอร์และการรัว่ไหลของข้อมูล 

ต้องมีการทดสอบและประเมินความปลอดภัยของ

ระบบอย่างสม�ำ่เสมอ เพือ่ให้แน่ใจว่าข้อมลูและระบบ

ขององค์กรมีความปลอดภัยสูงสุด
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